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Abstract

This study examines the impacts of two variables; the training data lengths ($T$) and the aggregation unit sizes ($M$); on the accuracy of the self-exciting point process (SEPP) model during crime prediction. A case study of three crime types in the South Chicago area is presented, in which different combinations of values of $T$ and $M$ are used for 100 daily consecutive crime predictions. The results showed two important points regarding the SEPP model: first is that large values of $T$ are likely to improve the accuracy of the SEPP model and second is that, a small aggregation unit, such as a 50m x 50m grid, is better in terms of capturing local repeat and near-repeat patterns of crimes.

1. Introduction

The self-exciting point process (SEPP) model is currently considered the most ‘state-of-the-art’ technique for generating hotspots of crime on a 2D Euclidean space, discretised into a system of square grids (Mohler et al., 2011; Adepeju et al., 2016). The length ($T$) of the training data set as well as the size ($M$) of the grid unit that is used to aggregate the SEPP’s kernel estimations, are two important aspects which hugely impact on the level of accuracy that is achievable via SEPP (Mohler, 2014). In Mohler’s work, a brief demonstration of the impact of changes to $M$ was presented through using two values for the grid system (i.e. 75m x 75m and 150m x 150m). However, it is argued that this demonstration is not robust enough to draw any solid conclusions with regard to the real impact of changes in grid values on the performance of the SEPP. Mohler’s work also claimed that a large value of $T$ is likely to produce better accuracy than a smaller value of $T$. Yet, no conclusive empirical support for this claim exists in his article.

The aim of this study therefore, is to investigate the impacts of these two variables; $T$ and $M$; more comprehensively, which will be achieved through creating a list of values for each variable and conducting crime predictions with all the possible pairs of values from the two lists. Furthermore, to ensure a more robust analysis, three different crime types have been chosen from a publicly available crime database of the South Chicago area. Due to these methods being utilised, it is expected that a better insight will be gained in relation to the best values of $T$ and $M$ that will generate the best predictions for the SEPP. Theoretically, the investigation of $T$ and $M$ in any spatiotemporal data analysis is synonymous with the temporal boundary problem (Cheng and Adepeju, 2014), and the modifiable areal unit problem - MAUP (Openshaw, 1981), in the time and space dimensions respectively.
The structure of this paper is as follows: a brief description of the SEPP model will first be provided, along with an explanation of how the two variables; $T$ and $M$; factor into the model’s results. This is followed by the description of the crime data sets, the values of $T$, the values of $M$, and lastly, the accuracy measurement. Moreover, the results and their discussion are presented. Finally, the conclusion and recommendations for future work are provided.

2. The self-exciting point process (SEPP)

The self-exciting point process (SEPP) is a modelling framework that has been used for several decades, particularly in the field of seismology so as to predict patterns of earthquake aftershocks. The model describes a dynamic point process in space and time in which a set of events may trigger further events within their spatial and temporal neighbourhood (Mohler et al., 2011). This idea was subsequently likened to the criminological theory of near repeat victimisation, and the model has thus been applied as a predictive framework for crime data (Mohler et al., 2011; Adepeju et al., 2016).

At the core of the SEPP model is the conditional intensity, $\lambda(t, x, y)$, which estimates the density of the expectation of crime within a small neighbourhood of a region $(x, y)$ at time $t$. It is all conditional upon the history of events bounded by time $[t_0, t_i]$, where $t_i$, represents the present time. The range $T = t_i - t_0$ is the length of the dataset (training).

Theoretically, the SEPP takes the form,

$$\lambda(x, y, t) = \mu(x, y) + \sum_{t \geq t_i} g(x - x_i, y - y_i, t - t_i)$$

Equation 1

Where $\mu$ represents the background (stationary) intensity and $g$ represents the triggering function. Given Equation 1, it can be observed that all crimes that have occurred prior to $t_i$ may theoretically contribute to an additional expectation being attributed to the current criminal activities taking place. In order to estimate (de-cluster) $\mu$ and $g$, different approaches have been proposed in the previous literature, including stochastic de-clustering (Zhuang et al., 2002), the maximum likelihood estimate (Daley and Vere-Jones, 2003) and the kernel-based approach (Mohler et al., 2011). For the purposes of this study, the kernel-based approach is employed. Thus, the resulting output is synonymous to adding two KDEs; one, for the background function, and the other, for the triggering function. The selection of the bandwidth is carried out using Silverman’s rule approach, which computes optimal kernel bandwidths that best fit the spatial and temporal extent of a given dataset.

Given the two computed kernels, the final risk (hotspot) value inside each grid unit covering the study area is obtained by adding up all of the kernel estimates in each unit ($M$). Thus, the kernels are defined irrespective of a discretisation of space (i.e. the spatial grid unit size), and the latter is primarily for the purposes of visualisation and easy evaluation. While different sizes of grid unit have been used in previous studies, there has not been a comparative study of the impacts of the different grid unit sizes on the resulting accuracy of the final hotspot which is generated.
3. Study area and variables

3.1 Data sets

In this study, an open source data set of three different crime types of South Chicago, between the period of 1st March 2011 and 8th January 2012, is used. These crimes are; theft-of-motor vehicle (2,202 records), residential burglary (3,405 records), and assault (2,978 records). Each data set is divided into a training set (1st March 2011 to 30th September 2011) and an evaluation set (1st October 2011 to 8th January 2012 [100 days]). Further subsetting of the data sets to derive $T$ is described in Subsection 3.2. The data set is downloaded from the official website of City of Chicago: https://data.cityofchicago.org/.

3.2 Creating different training data length ($T$)

In order to create different training data lengths ($T$), the common end dates of the trainings must first be identified; $t_i = 30th$ Sept. 2011. From $t_i$ measuring backwards in time, 90 days’, 150 days’ and 210 days’ worth of data sets were collected. These are called $T_{initial}$, representing the three different training data sets ($T$) created. Figure 1 describes how each of these values are used separately in the training of SEPP. For example, given $T_{initial}$, the SEPP model is trained and evaluated (i.e. the accuracy calculated) in relation to the next day’s crime $[t_{i+1} - t_i]$. Furthermore, instead of using a rolling length of training (i.e. $[t - T, t]$), with $t$ being the present day), the $T$ is allowed to vary incrementally, as the training – evaluation cycles continue (Figure 1).

Figure 1: Details of the training and evaluation of the SEPP model, given a value of $T$ (here denoted as $T_{initial}$). On the first day of training, the data length $T = T_{initial}$, and was evaluated in terms of $[t_i+1 - t_i]$. On the second day of training, the data length $T = T_{initial} + 1 \text{ day}$, and was evaluated in terms of $[t_i+2 - t_i+1]$. On the third day of training, the data length $T = T_{initial} + 2 \text{ days}$, and was evaluated in terms of $[t_i+3 - t_i+2]$. This was completed for 100 steps.

In the above figure, the application considered is that of predictive policing, which involves producing hotspot maps consisting of ranked evaluated grid units, on a daily basis. Thus, the increment of $T$ and the evaluation data size are based on a one day step.

3.3 Creating different aggregation grid sizes ($M$)

The study area is discretised using four different grid unit systems, as shown in Figure 2. The following is the list of grid systems created, along with the total number of units covering the entire area:

- 50m x 50m grid system (a total of 21,828 units)
- 100m x 100m grid system (a total of 5,593 units)
- 150m x 150m grid system (a total of 2,539 units)
- 250m x 250m grid system (a total of 951 units)
The boundary of the area is then overlaid on the grid to create a new grid system with cropped marginal. During the training, the un-cropped grid system is used, while the cropped grid system is utilised during the evaluation process.

![Grid system images](image)

Figure 2: Different grid unit sizes (M) created for hotspot generation (study area: South Chicago). The grids outside the boundary are cropped during the evaluation to ensure uniform area coverage.

No grid systems smaller than 50m x 50m were created here, as it would have generated too many cells to utilise in practice; the study area being so large. Furthermore, no grid size beyond 250m x 250m was created since it would be considered too large for capturing local hotspots within an urban space (Adepeju et al., 2016).

3.4 Measuring the accuracy (evaluation)

Having generated a hotspot surface, an empirical accuracy measure can be obtained by first ranking the grid units in descending order of their risk values (summed kernel estimations per unit), and calculating the proportion of crimes (of the next one day) that fall within a chosen hotspot coverage area (Rosser et al., 2016). This accuracy measure is often referred to as ‘the hit rate’, and is usually expressed in percentages (Bowers et al., 2004). The accuracy measurement may also be conducted at increasing hotspot coverages. The results of this are an accuracy profile; an approach which is used in this study. This approach allows for flexible evaluation in terms of the allocation of police resources.
4. Results and Discussion

4.1 Impacts of training data lengths ($T$) at different aggregation unit sizes ($M$)

Figure 3 shows the mean accuracy of 100 daily predictions by incrementing the hotspot coverage to different amounts. We set 20% as a cut-off point for each plot. In practice, hotspot patrols are generally below 20% coverages for an area as large as South Chicago.

Figure 3: Accuracy profiles of SEPP for three training data set lengths ($T$) evaluated at various levels of aggregation unit sizes ($M$).
Figure 3 demonstrates that the SEPP model produced better accuracy with larger training data sets. This can be seen in more than 80% of cases across all coverage areas, grid sizes and crime types. For example, at $T = 210$, SEPP marginally outperforms both $T = 150$ days and $T = 90$ days in the majority of cases. Furthermore, increased training data sets ensure larger hotspot coverage. This is apparent in the plots at grid sizes of 50m x 50m and 100m x 100m.

### 4.2 The impact of aggregation unit sizes ($M$) on different training data length ($T$)

Figure 4 shows that as the aggregation size decreases, the accuracy of predictions increases. This implies that small aggregation sizes are able to capture local patterns of repeat and near repeat events more accurately. The highest accuracy level is achieved by the smallest aggregation size (i.e. 50m x 50m) across all the three training data lengths ($T$) and crime types. However, the use of such small aggregation sizes may not guarantee sufficient coverage for the purposes of practical crime intervention. For example, none of the accuracy profiles generated by 50m x 50m grid sizes cover up to 10%, a coverage level that may be considered reasonable enough for use by most police departments in the majority of urban cities.
5. Conclusion and Current work

This study has helped with gaining insights into how the training data set lengths ($T$) and aggregation unit sizes ($M$) impact on the accuracy of the SEPP hotspot model. The pattern of accuracy observed using different values of $T$ validates earlier arguments by Mohler (2014), who said that a large training data set will allow the background ($\mu$) component of an SEPP algorithm to be modelled more
accurately, thereby ensuring better results. The pattern of accuracy observed using different sizes of aggregation units \((M)\) clarifies two important points; first, that MAUP is also a source of bias in the results of the SEPP, and second, that the near-repeat patterns of the specified crimes are highly localised. Therefore, the highly-localised predictions provided by the 50m x 50m grids, despite their lower coverage, are considered the best for crime interventions.

Although, this study only focuses on two variables; the training data length \((T)\) and aggregation unit size \((M)\); there are several other variables (or factors) that can impact on the performance of the SEPP models, which have not yet been investigated in any of the previous studies. Examples of these variables include the declustering function, which can be used in order to separate the \(\mu\) and \(g\) components of the SEPP model (Equation 1), the spatial and temporal bandwidths, and so on. Future work could thus, investigate these variables to enable optimal model selection.
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