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ABSTRACT The multi-tier heterogeneous network (HetNet) architecture can potentially address the massive connectivity and high throughput demands of the emerging fifth generation (5G) of wireless networks. However, the inter-tier interference in HetNets is considered to be a major performance bottleneck. This work proposes a geometry-based three-dimensional (3-D) stochastic channel model for the spatial characterization of the sum interference in a two-tier HetNet with small cells in tier-1 overlaid with massive multiple-input-multiple-output (MIMO) equipped macro-cell base stations in tier-2. The angular spreads of the interference and the desired signals are analyzed by using the theory of 3-D multipath shape-factors and analytical expressions are derived for their second-order fading statistics, viz: level-crossing-rate (LCR), average-fade-duration (AFD), spatial autocovariance (SAC), and the coherence distance (CD). Further, analytical expressions to investigate the second-order fading statistics against signal-to-interference ratio (SIR) are also derived. The validation of derived analytical expressions is established through a comparison with performed computer based simulations. To provide insights into the network sum interference mechanism, the LCR and AFD expressions are derived for the special case when the rate of fluctuation of the desired signal is much higher than that of the interference signal and vice versa. Furthermore, the impact of the model’s physical parameters such as the link distance and the receiver’s direction of motion as well as the fading distribution parameters such as its intensity and shape factors on the fading statistics of the interference are evaluated. These results demonstrate that the elevation angle has a significant impact on the interference characterization in HetNet architectures such that it cannot be ignored in modeling emerging 5G communication scenarios.

INDEX TERMS Interference, Signal-to-interference ratio, Angular Spread, Average-fade-duration, Level-crossing-rate, Spatial correlation, HetNets, massive-MIMO.

I. INTRODUCTION

CELLULAR networks are evolving from planned macro-cell clusters to dense irregularly deployed multi-tier heterogeneous networks (HetNets) in which the macro-cells co-exist with small cells (SCs) such as pico- and/or femto-cells. Despite the network capacity enhancement offered by small cells, the macro-cells cannot be completely replaced due to their offered advantages of serving a large geographic region and providing reliable links to high mobility users [1]. Another technology enabler for the envisioned fifth generation (5G) wireless networks is the concept of massive multiple-input multiple-out (MIMO), which equips the base station (BS) with a very large number of antennas to offer high capacity, improved link reliability, and reduced network interference [2, 3]. Multi-tier HetNets that include SCs in the first-tier overlaid with massive-MIMO equipped macro-cell BSs (MBSs) in the second-tier are believed to be a desirable HetNet architecture for simultaneously reaping the benefits of both these technologies [4]. The main performance bottleneck in such massive-MIMO aided multi-tier HetNets is
the cumulative network interference caused by the reduced separation among the BSs, which leads to aggressive spatial reuse of the radio spectrum [5]. Therefore, accurate modeling and characterization of network interference is of immense importance to fully exploit the benefits of such massive-MIMO aided multi-tier HetNet architectures.

In [6], the authors provided a comprehensive throughput analysis of massive-MIMO aided multi-tier HetNets and suggested that the throughput can be significantly increased by strong coordination between the tiers to exploit interference nulling. The work in [1] proposed a HetNet architecture with SCs overlaid with massive-MIMO enabled MBSs. The authors proposed a method for dedicating a few antennas at the MBSs for suppression of the cumulative interference on the SCs. In [7], a stochastic geometry based model for multi-tier HetNets was analyzed. In [8], a massive-MIMO based multi-tier HetNet architecture was studied and it was suggested that massive-MIMO equipped MBSs can significantly enhance the overall rate and coverage of the network. In [9] a two-tier network architecture with pico-cell overlaid with massive-MIMO equipped MBSs was proposed and the impact of various physical parameters such as the radius of the macro-cell and SC coverage areas on the network’s spectral efficiency was thoroughly investigated. In [10], a spatial interference coordination method was proposed for the mitigation of the interference caused from the macro-cells towards the SCs; the authors concluded that by exploiting the spatial transmit processing at massive-MIMO enabled MBSs, the interference at SC users can be significantly reduced. Therefore, accurate spatial modeling of the network nodes in such massive-MIMO equipped multi-tier HetNets has a pivotal role in the efficient design of interference mitigation techniques.

The spatial locations of the transmitter, receiver, interferers, and the scattering objects in a considered environment are critical factors in determining the performance of a wireless communication system [11, 12]. A primer on the fundamentals of spatial modeling based approaches for the analysis of network sum interference is presented in [13]. The knowledge of spatial locations of the interacting nodes determines the angular spread of the received signal, which can be quantified by using the theory of multipath shape factors originally proposed in [14] for two-dimensional (2-D) propagation environments, and then extended in [15, 16] to three-dimensional (3-D) radio propagation environments. These quantifiers in turn determine the second order fading statistics of the mobile radio channels such as the spatial autocovariance (SAC), coherence distance (CD), level-crossing-rate (LCR), and average-fade-duration (AFD). These parameters are of high interest in the design of efficient signal processing techniques, selection of appropriate error protection codes and interleaving schemes [17]. Therefore, it is essential to accurately model the network interference in the 3-D angular domain for the efficient design of communication systems and accurate prediction of the network performance. The work in [12] proposed a 2-D radio propagation model to characterize the network interference in the angular domain; the authors derived analytical expressions for the second order fading statistics of the signal-to-interference ratio (SIR). Although the simplification of a realistic propagation environment from 3-D to 2-D offers the advantage of mathematical tractability, it is of immense importance to model propagation channels in 3-D space for the emerging HetNet architectures that are envisioned to use large-scale planar antenna arrays at the MBSs and small coverage areas of their SCs coupled with BS heights that are significantly lower than that of surrounding building structures. For these reasons it is imperative to develop 3-D analytical models for characterizing the sum co-channel interference in the angular domain for HetNet architectures in emerging 5G communication networks.

This work addresses the aforementioned issues by proposing a 3-D model for characterizing the cumulative network interference in the angular domain for a two-tier HetNet with SCs in tier-1 overlaid with massive-MIMO enabled MBSs in tier-2. Analytical expressions are derived for characterization of second order fading statistics, such as the LCR, AFD, SAC, and CD of the desired signal, the interference signal, and the SIR. The proposed model is an extension of the model presented in [12] from a 2-D to a 3-D propagation scenario. Furthermore, our analytical results for second order fading statistics are derived for the Nakagami-\(m\) distributed signal envelopes that form a generalization of the results derived in [15] for Rayleigh distributed signal envelopes, which constitute a special case of our model. In addition, we also derive expressions for the joint characterization of the second order fading statistics with respect to the SIR.

The remainder of this paper is organized as follows. In Sec. II, the system model for the considered two-tier HetNet architecture is presented. In Sec. III, the analytical expressions for the LCR, AFD, SAC, and CD are derived for the desired signal, interference signal, and the SIR. In Sec. IV, a detailed analysis of the second-order fading statistics of the interference signal and SIR is presented along with a simulation-based validation of the derived expressions. Finally, the contributions of this paper are concluded in Sec. V.

II. SYSTEM MODEL

Consider the 3-D propagation scenario for a two-tier HetNet as shown in Fig. 1. The first tier is composed of multiple SCs served by low-cost remote radio units (RRUs) denoted by \(T_r^{SC}\), overlaid by the massive-MIMO equipped MBSs denoted by \(T_r^{MC}\) in the second tier. The subscript \(r\) is the index of the interfering small-cell BSs. The receiver \(R\) may be a single antenna user terminal or a highly mobile receiver equipped with an antenna array such as the receiver in a bus or train, which extends the network coverage to its passengers. The MBSs of the tier-2 support the high mobility users such as those in buses and trains as well as the cell-edge users of SCs. Both the tiers share the same spectrum in order to achieve a high spectral efficiency. However, the
transmissions from one tier may cause strong co-channel interference to the users on the other tier, which causes a performance bottleneck. By utilizing the direction-selective behavior of the interference power, this performance bottleneck can be alleviated. The desired multipath signals from the tier-2 MBS $T^{MC}$ to the receiver $R$ are shown in Fig. 1 by dotted lines in green color, whereas the interfering multipath signals from the tier-1 SC BSs (and/or nearby SC users) are shown by dashed lines in red color in the same figure. Due to the simplicity in mathematical tractability and sufficiency of catering the important part of total signal energy, considering single-bounce has remained the first choice in geometry based channel modeling approaches [18, 19].

The considered model assumes a single bounce propagation mechanism in which each transmitted signal undergoes only one reflection or scattering from a certain $k^{th}$ scattering object $S_k$. Following the approach of [12] an equivalent interference network is assumed to replace the original multiple interfering sources, i.e., small cell BSs and user terminals are replaced with a single virtual interfering source $T_I$ as shown in Fig. 2 Each physical interferer $I_k$ contributes to the interference signal at the receiver $R$, where $1 \leq k \leq K$. These physical interferers are assumed to act as clustered scatterers at different spatial locations. For example the signals coming from high-rise buildings and or hills tend to exhibit a clustering behavior [18]. Moreover, the interferers may be multiple hotspots located nearby each other and/or densely populated user terminals tightly clustered together in a particular spatial region. These clusters of interferers have a Line-of-Sight (LoS) connection to both the transmitter and the receiver and are labeled as $C^T_c$, where the index in the subscript, $1 \leq c \leq C$, denotes a particular cluster. The physical interferers are assumed to be distributed over a wide geographic region independent from each other and clustered with respect to the geometry of tier-1 cells. The approximation of the interfering clusters in a particular propagation environment as some geometric shape such as a cylinder, spheroid, or an ellipsoid is based on the average behavior of irregularly scattered points over many realizations of the network. In this work, these clusters of physical interferers are assumed to be spheroidal regions with each spheroids radius and center position denoted by $\rho_c$ and $(x_c, y_c, z_c)$, respectively. Please refer to Fig. 3 for details. Let the direct LoS distance, transmitted power, azimuth angle-of-arrival (AoA), and elevation AoA associated with each physical interferer is denoted by $d_k$, $P_k$, $\phi_k$, and $\beta_k$, respectively. The delay associated with each path is $\tau_k = \tilde{\tau}_k + \rho_k/c$, where $c$ is the speed of electromagnetic waves and $\tilde{\tau}_k = \tilde{\rho}_k/c$ is the propagation delay of the virtual backhaul path from $T_I$ to $I_k$. The signals from these interfering radios are thus received as superimposed at the receiver $R$.

A. DELAY AND DIRECTIONAL SPECTRUM

The joint delay and directional impulse response of the channel can be expressed as,

$$h_I(\tau, \phi, \beta) = \sum_{k=1}^{K} h_{I,k} \delta(\tau - \tau_k) \delta(\phi - \phi_k) \delta(\beta - \beta_k),$$  \hspace{1cm} (1)

where $h_{I,k} = \sqrt{\alpha_k P_k d_k^{nPL/2} \kappa_k \exp(j\theta_k)}$ is the complex

FIGURE 1: System Model.
gain of $k^{th}$ path. The power measured at distance of 1m away from $k_{th}$ interferer is $\alpha_k P_k$. The parameters $n_{PL}$ and $\kappa_k\exp(j\theta_k)$ represent the path loss exponent and fading experienced due to $k^{th}$ interfering path, respectively. $\kappa_k$ and $\theta_k$ are assumed to be independent and identically distributed (i.i.d.) for all the interferers. The interference delay directional spectrum (IDDS) can be expressed as,

$$
\Xi_{I-\text{DDS}}(\tau, \phi, \beta) = \sum_{k=1}^{K} |h_{I,k}|^2 \delta(\tau-\tau_k)\delta(\phi-\phi_k)\delta(\beta-\beta_k).
$$

(2)

This definition of IDDS is consistent with the definition of power azimuth-delay angular spectrum presented in [20]. From (2), the interference 3-D directional spectrum (IDIS) can be derived as,

$$
\Xi_{I-\text{DIS}}(\phi, \beta) = \int_{\tau} \mathbb{E}[\Xi_{I-\text{DDS}}(\phi, \beta)]d\tau,
$$

$$
\propto \int_{\tau} \mathbb{E}[|h_{I}|^2|_{\phi,\beta}] f_{\tau,\phi,\beta}(\tau, \phi, \beta)d\tau,
$$

(3)

where $\mathbb{E}[.]$ represents the expected value, $f_{\tau,\phi,\beta}(\tau, \phi, \beta)$ is the joint probability density function (pdf) of time-of-arrival (ToA), azimuth AoA, and elevation AoA. The expectation of power received from the $k^{th}$ path is conditioned on its associated ToA, azimuth AoA, and elevation AoA, i.e., $\mathbb{E}[|h_{I}|^2|_{\phi,\beta}] = \mathbb{E}[|h_{I,k}|^2|_{\tau_k=\tau, \phi_k=\phi_k, \beta_k=\beta_k}]$. This joint definition of IDIS can be deduced to define interference azimuth spectrum (IAS) and interference elevation spectrum (IES), as follows:

$$
\Xi_{I-\text{AS}}(\phi) = \int_{\beta} \mathbb{E}[\Xi_{I-\text{DIS}}(\phi, \beta)]d\beta,
$$

$$
\propto \int_{\tau} \mathbb{E}[|h_{I}|^2|_{\phi,\beta}] f_{\phi,\beta}(\phi, \beta)d\beta,
$$

$$
\Xi_{I-\text{ES}}(\beta) = \int_{\phi} \mathbb{E}[\Xi_{I-\text{DIS}}(\phi, \beta)]d\phi,
$$

$$
\propto \int_{\tau} \mathbb{E}[|h_{I}|^2|_{\phi,\beta}] f_{\phi,\beta}(\phi, \beta)d\phi.
$$

(4)

(5)

where $f_{\phi,\beta}(\phi, \beta)$ is the joint pdf of azimuth and elevation AoA. The interfering objects close to the receiver draw the main features of interfering signal, therefore defining a threshold ($p_e$) on minimum significant power level of composite interference signal helps draw a spherical boundary of physical interferers around the receiver. Only the interferers within this bounding spheroid, with radius $p_e = p_{c}^{-1/n_{PL}}$, centered at the position of receiver, are the effective physical interferers. Spatial density function of interferers in a certain cluster of interferers $c$ can be represented by $f_{\rho,\phi,\beta}^{(c)}(x, y, z)$. This density function can be transformed from Cartesian to spherical representation as,

$$
f_{\rho,\phi,\beta}^{(c)}(\rho, \phi, \beta) = \frac{f_{\rho,\phi,\beta}^{(c)}(x, y, z)}{|J(x, y, z)|} x = \rho \cos \beta \sin \phi, \quad y = \rho \cos \beta \cos \phi, \quad z = \rho \sin \beta,
$$

(6)

where the Jacobian transformation can be expressed in simplified form as $J(x, y, z) = 1/\rho^2 \cos \beta$. After integrating (6) over the radial distance $\rho$, we get the joint pdf of AoA for the
interferers in cluster $c$, which can be expressed in simplified form as,

$$f^{(c)}_{\phi, \beta}(\phi, \beta) = \frac{\rho^{c}}{V^{(c)}} \int_{\rho_{\min}^{(c)}}^{\rho_{\max}^{(c)}} \rho^2 \cos \beta f^{(c)}_{x, y, z}(x, y, z) \, d\rho, \quad (7)$$

where $\rho_{\min}^{(c)}$ and $\rho_{\max}^{(c)}$ is the distance from the receiver to the nearest and farthest interferer in a given particular direction (i.e., given $\phi$ and $\beta$) for a certain cluster $c$. These distances can be obtained as,

$$\rho_{\min}^{(c)} = z_e \sin \beta + \cos \beta \left( y_e \cos \phi + x_e \sin \phi \right) + \sqrt{\rho_e^2 - x_e^2 - y_e^2 - z_e^2 + (y_e \cos \beta \cos \phi + x_e \sin \beta \sin \phi)^2}, \quad (8)$$

The distance of farther scatterers is determined by the overlap scenario of the interferers cluster with the bounding spheroid; as it is limited by the bounding spheroid, see the overlap scenario of the interferers cluster with the bounding

$$V^{(c)} = \begin{cases} \frac{4}{3} \pi \rho_c^3 ; & \sqrt{x^2 + y^2 + z^2} \leq (\rho_e - \rho_c), \\ \frac{\pi (-d_e + \rho_c + \rho_e)}{12d_e} \left( d_e^2 - 3 \right) \times (\rho_c - \rho_e)^2 + 2d_e(\rho_c + \rho_e) ; & \text{otherwise}, \end{cases} \quad (10)$$

where the separation distance of the cluster’s center from the receiver’s current position is $d_e = \sqrt{(x_R - x_c)^2 + (y_R - y_c)^2 + (z_R - z_c)^2}$. For the considered equivalent network model with an introduced virtual source in Fig. 2, when the delay of virtual backhaul paths is assumed i.i.d. and the speed of electromagnetic waves $c$ being a constant value independent of spatial location of interferers, the joint ToA and AoA density function in (3) can be replaced as $f(\tau, \phi, \beta) \propto f(\bar{\tau})f(\rho, \phi, \beta)$. Furthermore, the power of interference signal associated to a path with length $\rho$ can be given as $\mathbb{E}\left[ |h_{\mathcal{I}}|^2 |\tau, \phi, \beta \right] \propto \rho^{-n_{PL}}$. Closed-form analytical relationship for $\Xi_{IDS}$ for all the interfering clusters can be obtained from (3), as follows,

$$\Xi_{IDS}(\phi, \beta) \propto N \sum_{c=1}^{C} \int_{\rho_{\min}^{(c)}}^{\rho_{\max}^{(c)}} \rho^{-n_{PL}} f^{(c)}_{x, y, z}(x, y, z) \, d\rho \times \int_{0}^{\infty} f^{(c)}_{\rho}(\bar{\tau}) \, d\bar{\tau}, \quad (11)$$

where $N$ is a normalization constant such that $\int \int \Xi_{IDS}(\phi, \beta) \, d\beta d\phi = 1$. For the desired signal arriving at the receiver $R$ from the MBS $\mathcal{T}^{MC}$ via the scattering points $S_p$, the joint density function for ToA, azimuth AoA, and elevation AoA can be obtained through the following transformation,
where $x_M$, $y_M$, and $z_M$ are the coordinates of MBS w.r.t. the origin assumed at the location of receiver. The radial parameter $\rho$, represents the distance of receiver from a scattering point. Substituting this in an expression written for the desired signals similar to (2) (instead of interference signals), we get the signal DDS. Which can further be extended to define the signal DS. The simplified solution is expressed can be obtained as

$$
\Xi^{\text{S-DS}}(\phi, \beta) \propto \mathcal{N} \int_{t_{\text{min}}}^{t_{\text{max}}} \frac{(ct)^{-n_{PL}} \cos \beta \, f_{x_M, y_M, z_M}(x, y, z)}{8(\sqrt{x_M^2 + y_M^2} \cos \phi - ct + z_M \sin \beta)^4} \times (x_M^2 + y_M^2 + z_M^2 - c^2 \tau^2)^2 \left(\sqrt{x_M^2 + y_M^2 + z_M^2 + c^2 \tau^2} - 2ct \left(\sqrt{x_M^2 + y_M^2} \cos \beta \cos \phi + z_M \sin \beta \right)\right) \, dt,
$$

where the direction dependent limits on $\tau$ can be calculated as,

$$
\tau_i = \frac{1}{c} \left\{ \rho_i + \left( \rho_i^2 + x_M^2 + y_M^2 + z_M^2 - 2\rho_i \right) \left(\sqrt{x_M^2 + y_M^2} \cos \beta_m \cos \phi_m + z_M \sin \beta_m \right)^{1/2} \right\},
$$

where $i \in \{\text{min}, \text{max}\}$. The parameters $\rho_{\text{min}}$ and $\rho_{\text{max}}$ represent the distance of nearest and farthest scattering point from the receiver for a fixed direction of observation. These distances are dependant on the geometry of scattering volume’s shape. For the desired multipath signals arriving from MBS to the receiver via different scattering points, the geometry of scattering region may be significantly different from the geometry of interfering clusters. The high elevation of MBS compared to the scattering structures in its vicinity makes the BS side of the link a scattering free region. Only the scattering objects in the vicinity of the receiver at the ground correspond in the arrival of signals. In such scenario, when ignoring the antenna beam patterns, it is reasonable to assume the pdf of AoA observed at the receiver as uniformly distributed over the whole angular span (i.e., a spherical shaped scattering volume with its center at the receiver). For the scenarios, when the MBS is equipped with highly directional antenna (e.g., mmMIMO based BS), causes truncation of spatial scattering region leading to the pdf of AoA observed at the receiver deviate from uniformly distribution to other distributions. For macro-cellular environments, various studies for the effect of directional antennas employed at BS on the pdf of ToA and AoA are presented in the literature, see e.g., [21–23]. The direction dependent limits ($t_{\text{max}}, t_{\text{min}}$) can thus be taken as derived in [22, 24]. Further, the signal AS and ES can thus be defined as

$$
\Xi^{\text{S-AS}}(\phi) = \int_{\phi_{\text{span}}}^{\phi_{\text{span}}} \rho^{-n_{PL}} \, f_{x_M, y_M, z_M}(x, y, z) \, d\tau \, d\beta.
$$

$$
\Xi^{\text{S-ES}}(\beta) = \int_{\phi_{\text{span}}}^{\phi_{\text{span}}} \rho^{-n_{PL}} \, f_{x_M, y_M, z_M}(x, y, z) \, d\tau \, d\phi.
$$

The joint and marginal pdfs of ToA and AoA can be obtained for semi-spheroidal spatial channel model proposed in [22] and [24] for uniform and Gaussian distributed scattering objects, respectively. Poisson Point Process (PPP) is widely used for placement of nodes in a wireless network, the position of centers of the interferers’ clusters can be drawn within the defined 3-D spatial region. The amount of clusters can be drawn from Poisson distribution within an arbitrary region as,

$$
p(C) = \frac{\exp(-\mu) \mu_C}{C!},
$$

where $\mu = \lambda_C \nu$; where $\lambda_C$ and $\nu$ represent the density of cluster centers and the volume of effective region, respectively. A realization of the network for $\lambda_C = 0.02$ is plotted in Fig. 4, where the effective scattering points from three different time instances (i.e., $t = 0$ sec, $t = 30$ sec, and $t = 60$ sec) are highlighted. The radius of clusters $\rho_c$ is drawn from uniform distribution in the range, $70 \leq \rho_c \leq 120$ m. The position of interferers within a cluster (sphereoid) are drawn from homogeneous PPP with an intensity $\lambda_T = 0.02$ and the radius of effective interferers bounding sphereoid is taken as $\rho_c = 300$ m. The mobility of receiver $R$ moving with velocity $v$ in a particular direction imposes time variability in the channel characteristics. With the mobility of receiver, some interfering cluster move in and some move out of the bounding sphereoid associated with minimum effective interference power threshold; therefore, it is of vital importance to discuss the lifespan associated with each cluster.

### B. LIFESPAN OF INTERFERING CLUSTERS

For simplicity of mathematical expressions, the $x – axis$ of the coordinates system is assumed along the direction of MS’s motion. A cluster stays effective until its (instantaneous) LoS distance from the receiver stays below the threshold $\rho_c$. The lifespan $t_{\text{life}}$ of a certain cluster, e.g., $C_1$ in Fig. 3, can be calculated by using basic trigonometry. The horizontal distance between the positions $R(t)$ and $R(t + t_{\text{Life}})$, can be expressed as, $2\sqrt{\rho_c^2 - y_t^2 - z_t^2}$. The lifespan of cluster $C_1$ is thus given by $t_{\text{life}} = 2\sqrt{\rho_c^2 - y_t^2 - z_t^2}/v$. The cumulative distribution function (cdf) of $t_{\text{life}}$ can be obtained by extending the approach adopted in [12] from its definition in 2-D to 3-D space; it can be expressed as,
Spatial evolution of the effective interferer cluster in one simulation run.

Contours of interfering cluster’s lifespan for different altitudes, $z$: (a) $z = 0$ m, and (b) $z = 400$ m.

\[ F_{\text{life}}(t_{\text{life}}) = \iiint f_{x_c, y_c, z_c}(x, y, z) dx dy dz, \quad (18) \]

where $f_{x_c, y_c, z_c}(x, y, z)$ is the pdf of the spatial position of clusters’ center on the entire considered region. The integration in (18) only holds for the region when the condition, $t_{\text{life}} \geq 2\sqrt{r_{\text{eff}}^2 - y^2 - z^2} / v_f$, is satisfied. The average lifespan of interference clusters can be calculated as,

\[ \mathbb{E}[t_{\text{life}}] = \iiint \frac{2\sqrt{r_{\text{eff}}^2 - y^2 - z^2}}{v} f_{x_c, y_c, z_c}(x, y, z) dx dy dz. \quad (19) \]

Lifespan of an interfering cluster is plotted in Fig. 5, where the receiver is considered moving at a velocity of $v = 20$ m/s, the radius of bounding spheroid as $r_e = 1$ km. The lifespan of a cluster w.r.t. different vertical positions of its center is plotted in Fig. 5 (a) and (b), for elevations of 0 m and 400 m, respectively. It is evident that the lifespan associated to a certain cluster has a high value for its positions closer to the trajectory of receiver’s mobility. Moreover, the significance of considering the elevation plane into consideration for accurately modeling the network interference is also clearly evident.

III. SECOND ORDER FADING STATISTICS OF DESIRED AND INTERFERENCE SIGNALS

The directional statistics of the desired and interference signals can help in characterization of random fluctuations in the received signal. In various propagation scenarios, different distributions are considered as appropriate to model the the envelope $R$ of received signal, e.g., Rayleigh distribution is widely used. Various superimposed i.i.d. Rayleigh fading signals follow a Nakagami-$m$ distributed amplitude [25]. The power of a composite interference signal from multiple interference sources has often been modeled as Gamma distributed [11]; which further suggests that the amplitude of interference signal (if defined as proportional to square root of the power) is Nakagami-$m$ distributed. Nakagami-$m$ distribution also offers several advantages in terms of ease in mathematical interpretability and generalization to deduce various other widely used distributions, e.g., Rayleigh distribution can be deduced from Nakagami-$m$ distribution as a special case. These reasons are the motivation to model the envelopes of received interference signal as Nakagami-$m$ distributed. The pdf of Nakagami-$m$ distribution can be expressed as,

\[ f_r(r) = \frac{2m^m r^{2m-1}}{(\Gamma(m))^{1/2}} \exp \left( -\frac{mr^2}{P_T} \right), \quad r \geq 0 \text{ and } m \geq \frac{1}{2}, \quad (20) \]

where $P_T = \mathbb{E}[r^2]$ is the average total received power in the local area, $\Gamma(.)$ is the Gamma function, and $m = \mathbb{E}[r^2] / \text{var}(r^2)$ is the shape parameter.

A. NOTABLE 3-D ANGULAR SPREAD QUANTIFIERS

To measure the dispersion of energy in angular domain, various quantifiers have been proposed in the literature, see

FIGURE 4: Spatial evolution of the effective interferer cluster in one simulation run.

FIGURE 5: Contours of interfering cluster’s lifespan for different altitudes, $z$: (a) $z = 0$ m, and (b) $z = 400$ m.
### Table 1: Three-dimensional Multipath Shape Factors Proposed in [15]

<table>
<thead>
<tr>
<th>Quantifier</th>
<th>Mathematical Expression</th>
<th>Range</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Angular Spread</td>
<td>$\xi = \sqrt{1 - \frac{S_0^2 + S_1^2 + \frac{1}{2}S_2^2}{S_0^2}}$</td>
<td>$0 \sim 1$</td>
<td>0 indicates the received signal arriving from exactly one single azimuthal direction; 1 indicates no clear bias</td>
</tr>
<tr>
<td>Elevational Constriction</td>
<td>$\zeta = -0.5 \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(\phi, \beta) \cos \theta \ d\theta \ d\phi \ d\beta$</td>
<td>$-0.5 \sim 1$</td>
<td>-0.5 shows the received signal’s high concentration along a single elevational cone; 1 shows signal arriving from two opposite elevation angles at same azimuth angle.</td>
</tr>
<tr>
<td>45°-Inclined Constriction</td>
<td>$\chi = \frac{2[S_0^2 - S_1^2 - S_2^2]}{S_0^2 - (S_1^2 + S_2^2)}$</td>
<td>$0 \sim 1$</td>
<td>0 denotes mirror symmetry along horizontal and/or vertical axes; 1 denotes the arrival of exactly two paths in vertical axis from mirror symmetric directions relative to a 45°-inclined axis</td>
</tr>
<tr>
<td>Azimuth of Maximum Fading at 45° Elevation</td>
<td>$\phi_{\beta45} = \arg {S_2 S_0 - S_1^2}$</td>
<td>$0 \sim 2\pi$</td>
<td>Indicates the azimuth angle, at a fixed elevation of 45°, causing maximum fading.</td>
</tr>
<tr>
<td>Azimuth of Maximum Fading at 0° Elevation</td>
<td>$\phi_{\beta0} = \frac{1}{2} \pi {S_2 S_0 - S_1^2}$</td>
<td>$0 \sim \pi$</td>
<td>Indicates the exact azimuth angle, at a fixed elevation of 0°, causing maximum fading.</td>
</tr>
</tbody>
</table>

In e.g., [14] and [15, 16] for quantifiers in 2-D and 3-D spatial domains, respectively. We have adopted the 3-D multipath shape factors presented in [15] for quantification of energy in 3-D angular domain. For convenience of the readers, these quantifiers are presented in Table 1. The harmonic coefficients $S_n^m$ used in the definition of shape factors can be computed as,

$$
S_0^0 = \int \int \int f(\phi, \beta) \cos \theta \ d\theta \ d\phi \ d\beta,
$$

$$
S_0^0 = \int \int \int f(\phi, \beta) \sin \theta \ cos \theta \ d\theta \ d\phi \ d\beta,
$$

$$
S_1^0 = \int \int \int f(\phi, \beta) \cos^2 \beta e^{j\phi} \ d\theta \ d\phi \ d\beta,
$$

$$
S_2^0 = \int \int \int f(\phi, \beta) \left(\sin^2 \beta - \frac{1}{3}\right) \cos \beta \ d\theta \ d\phi \ d\beta,
$$

$$
S_3^0 = \int \int \int f(\phi, \beta) \cos^3 \beta e^{j\phi} \ d\theta \ d\phi \ d\beta,
$$

$$
S_2^2 = \int \int \int f(\phi, \beta) \cos^2 \beta e^{j2\phi} \ d\theta \ d\phi \ d\beta.
$$

#### B. Level Crossing Rate

The LCR, $N_R$, is defined as the average number of crossings per unit time (or distance) that a signal drops below a given threshold level $R$. The LCR can be expressed, as follows,

$$
N_R = \int_0^\infty \hat{f}_{r,\hat{r}}(r = R, \hat{r}) d\hat{r},
$$

where $\hat{f}_{r,\hat{r}}(r = R, \hat{r})$ is the joint pdf of envelope and its derivative. An expression for LCR can be derived for Nakagami-$m$ distributed envelope in the context of 3-D radio propagation scenario, by extending the definition presented in [15] for Rayleigh distributed envelope. The derived LCR expression in terms of 3-D multipath shape factors for Nakagami-$m$ distributed envelope is presented as below,

$$
N_{R_{\xi}} = \frac{\omega_D \Gamma(m_{\xi})}{\Gamma(m_{\xi})} \left(\frac{m_{\xi}-1}{m_{\xi}}\right) \exp\left(-m_{\xi}\hat{R}_{\xi}^2\right) \frac{1}{\sqrt{\beta R}}
$$

where $\omega_D$ is the maximum Doppler angular frequency offset, $\phi_v$ is the azimuth direction of receiver’s motion, $\beta_v$ is the elevation direction of receiver’s motion, and $\hat{R}_{\xi}$ is the normalized threshold as $\hat{R}_{\xi} = R_{\xi}/R_{\xi}$. This expression for LCR ($N_{R_{\xi}}$) can be used to independently characterize the LCR of interference and desired signals as $N_{R_{\xi}}$ and $N_{R_{\phi}}$, by using the appropriate set of shape factors calculated from joint pdf of AoA for interference and desired signals, respectively. Along the significance of independently characterized LCR for interference and desired signals, it is also of high significance to study it for SIR ($\eta$) to characterize the behaviour of composite received signal in a 3-D radio propagation environment of HetNets. In this regard, a joint pdf of envelopes and their slopes for both interference and desired signals, i.e., $f_{r, \hat{r}}(r = \hat{r})$, is required at any spatial position. The threshold level of observation for characterizing $N_{R_{\eta}}$ is defined as $R_{\eta} = R^2/R_{\xi}$. Interpreting the analogy between the mathematical relationship derived in [12] for LCR of SIR in a 2-D propagation environment for Nakagami-$m$ distributed envelope and the relationship derived in [15] for LCR of signal in 3-D propagation environment for Rayleigh distributed envelope, a relationship can be derived directly for LCR of SIR in a 3-D propagation environment with Nakagami-$m$ distributed envelope. When the interference and desired signal channels are assumed independent, the LCR of SIR given in [12], is presented as follows,
The pdf of $r_S$ and $r_I$ follow Nakagami-$m$ distribution, as given in (20); whereas, the pdf of their slopes $\dot{r}_S$ and $\dot{r}_I$ follow Gaussian distribution [26] with variance $\sigma^2_{r_S}/(2m_S)$ and $\sigma^2_{r_I}/(2m_I)$, respectively. The fading rate variance of complex received voltage of interference $\sigma^2_{r_I}$ and desired $\sigma^2_{r_S}$ signals, as a function of 3-D multipath shape factors in [15], is given as follows,

$$\sigma^2_{r_I} = \frac{\omega^2_D \Upsilon S_i \rho S_i}{3} \left\{ 1 + \frac{3}{2} \left( \xi \right) \left( 2 \sin^2 \beta_v - \frac{2}{3} \right) \right. $$

$$+ \chi \sin(2\beta_v) \cos \left( \phi_v - \phi^\text{max}_{\beta v_0} \right) + \zeta_v \left. \right\} \times \cos^2 \beta_v \cos \left( 2(\phi_v - \phi^\text{max}_{\beta v_0}) \right).$$

(24)

Following the same approach as used in [12] for the case of 2-D propagation environment, simplified expressions for $N_{R_{\eta}}$ in a 3-D propagation scenario can be derived for two special cases.

Case-I

An analytical expression for the LCR of SIR can be derived for the case when rate of fluctuations in the interference signal is much slower than it is in the desired signal, i.e., $N_{R_{\eta}} \ll N_{R_S}$. Given, the threshold level is taken the same for both interference and desired signals, and it satisfies $R_{\eta} = R^2_{\eta} P_S/r^2_I$, the simplified expression for LCR of SIR can be written as,

$$N_{R_{\eta}} = \int_0^{\infty} f_{r_I}(r_I) f_{r_S} \left[ \sqrt{R_0 r^2_I} \right] dr_I \times \int_{-\infty}^{\infty} \min \left\{ \left( 1/\sqrt{R_0 r^2_I} \right) \right. $$

$$\left. \left( \sqrt{R_0} f_{r_S}(r_S) dr_S \right) \right\} \left\{ 1 + \frac{3}{2} \left( \xi \right) \left( 2 \sin^2 \beta_v - \frac{2}{3} \right) \right. $$

$$+ \chi \sin(2\beta_v) \cos \left( \phi_v - \phi^\text{max}_{\beta v_0} \right) + \zeta_v \left. \right\} \times \cos^2 \beta_v \cos \left( 2(\phi_v - \phi^\text{max}_{\beta v_0}) \right).$$

Case-II

For the case when rate of fluctuations in the interference signal is much faster than it is in the desired signal, i.e., $N_{R_{\eta}} \gg N_{R_S}$, expression for LCR of SIR can be expressed as,

$$N_{R_{\eta}} = \int_0^{\infty} 2\omega_D \Upsilon S_i \left( \frac{R^2_{\eta} P_S}{m_S} \right) m_S^{-\frac{1}{2}} m_I^{-\frac{1}{2}} m_S^{-\frac{1}{2}} r^2_{m_S - 1} \left\{ 1 + \frac{3}{2} \left( \xi \right) \left( 2 \sin^2 \beta_v - \frac{2}{3} \right) \right. $$

$$+ \chi \sin(2\beta_v) \cos \left( \phi_v - \phi^\text{max}_{\beta v_0} \right) + \zeta_v \left. \right\} \times \cos^2 \beta_v \cos \left( 2(\phi_v - \phi^\text{max}_{\beta v_0}) \right).$$

(25)

C. AVERAGE FADE DURATION

AFD is the average duration for with the envelope of received signal stays below a given threshold level. The AFD can be calculated by tracking the the total time a signal stays below the threshold level divided by the total number of crossings, i.e., $\tau_{R} = \text{Prob}(r \leq R)/N_{R}$. This suggests that,

$$\tau_{R} = \frac{1}{N_{R}} \int_0^{R} \tau(r) dr.$$  

(27)

After substituting the expression derived for LCR (22) and the pdf of received signal’s envelope (20) into (27); the simplified solution can be expressed as,

$$\tau_{R} = \frac{\sqrt{3\pi} \Gamma(m) - \hat{\Gamma}(m, m, \frac{R^2_{\eta}}{P_S})}{\omega_D \Upsilon S_i \left( \frac{2m_S - 1}{m_S} \right) \left( \frac{m_{\eta}}{2m_{\eta} - 1} \right) \exp \left( -m_S \hat{R}_{\eta}^2 \right) \left\{ 1 + \frac{3}{2} \left( \xi \right) \left( 2 \sin^2 \beta_v - \frac{2}{3} \right) + \chi \sin(2\beta_v) \cos \left( \phi_v - \phi^\text{max}_{\beta v_0} \right) \right. $$

$$\left. + \zeta_v \cos^2 \beta_v \cos \left( 2(\phi_v - \phi^\text{max}_{\beta v_0}) \right) \right\}^{-\frac{1}{2}} \int_0^{R} \tau(r) dr.$$  

(28)

where $\hat{\Gamma}(\cdot)$ is the incomplete Gamma function. This relationship for AFD ($\tau_{R_{\eta}}$) can be used independently to characterize both the interference ($\tau_{R_{\eta}}$) and desired signal ($\tau_{R_S}$) by substituting their respective set of shape factors. Further, by following (27) and the approach used in [12] for the case of 2-D propagation scenario, an expression for AFD can be derived to characterize the SIR. Simplified solution for AFD of SIR can be expressed as,
\[ \bar{R}_n = \frac{1}{N_{R_n}} \int_{m_S R_n + \frac{m_T}{2}} (m_S, m_T) \]  

\( I(\cdot, \cdot) \) is the regularized incomplete Beta function. The LCR of SIR \( N_{R_n} \) in (29) can be substituted from (23). Moreover, mathematical expression of AFD for two special cases, as discussed for LCR, can be obtained by using the corresponding expression of \( N_{R_n} \) from (26) or (26) for case-I and case-II, respectively.

\[ D_{c_i} \approx \sqrt{\frac{3 \ln(2) \lambda^2 (m_1 \Gamma^2 (m_1) - \Gamma^2 (m_1 + \frac{1}{2}))}{T^2 (m_1 \Gamma^2 (m_1))}} \left( 1 + \frac{3}{2} \right) \]

\[ \times \left( \xi(\cdot) \right) \left( 2 \sin^2 \beta_v - \frac{2}{3} \right) + \chi(\cdot) \cos (\phi_v - \phi_{\beta_{\max}}) \]

\[ \times \sin(2\beta_v) + \xi(\cdot) \cos^2 \beta_v \cos \left( 2(\phi_v - \phi_{\beta_{\max}}) \right) \left( \frac{1}{\chi} \right) \].

The envelope correlation for SIR can be obtained in a similar way, as represented for desired/interference signals in (30), which can be obtained as,

\[ g_{\Phi}(l, \phi_v, \beta_v) = \frac{E[\Theta(l)] - E\{r(l)\}}{E\{r^2(l)\} - E\{r(l)\}} \]

where \( \Theta(l) = r(l) \{ I_0 + \bar{I} \} \) and \( I_0 \) and \( \bar{I} \) represents the reference position of the receiver and unit vector pointing towards the direction of receiver’s motion in 3-D space, respectively. By extending the approach presented in [14] from Rayleigh to Nakagami-\( m \) distribution, and using three-dimensional shape factors presented in [15], the simplified solution for envelope correlation function can be obtained as,

\[ g_{\Phi}(l, \phi_v, \beta_v) \approx \exp \left\{ -3 \left( \frac{m_1 \Gamma^2 (m_1)}{3 \Gamma^2 (m_1) - \Gamma^2 (m_1 + \frac{1}{2})} \right) \right\} \left[ 1 + \frac{3}{2} \left( \xi(\cdot) \right) \right. \]

\[ \times \left( 2 \sin^2 \beta_v - \frac{2}{3} \right) + \chi(\cdot) \sin(2\beta_v) \cos (\phi_v - \phi_{\beta_{\max}}) \]

\[ + \xi(\cdot) \cos^2 \beta_v \cos \left( 2(\phi_v - \phi_{\beta_{\max}}) \right) \left( \frac{1}{\chi} \right) \].

The envelope correlations for desired and interference signals (i.e., \( g_{\Phi}(l, \phi_v, \beta_v) \) and \( g_{\Phi}(l, \phi_v, \beta_v) \) can be independently obtained from (31), by using the corresponding set of shape factors. The spatial selectivity of wireless channels is measured in terms of coherence distance (CD); defined as the spatial separation at which the fading channel remains unchanged. The CD (\( D_c \)) and coherence time (\( T_c \)) can be related as, \( T_c = \frac{D_c}{v} \). The CD is also defined as the distance at which spatial correlation satisfies, \( g_{\Phi}(l = D_c) = 0.5 \), [14]. Using this definition of CD and definition of spatial correlation in (31), a new definition of CD for characterization of interference and desired signals in a 3-D propagation environment and for Nakagami-\( m \) distributed envelopes, can be expressed in simplified form as,
FIGURE 6: Comparison of analytical and simulation results.

FIGURE 7: The effect of increase in distance (i.e., at time instant $t = 0$sec, $t = 20$sec, and $t = 40$sec) of the receiver from a single cluster of interferers w.r.t. different values threshold level on LCR and AFD in (a) and (b), respectively. The effect of increase in horizontal deviation in position of the receiver from its initial position at $t = 0$sec normalized w.r.t. wavelength is shown on SAC in (c), for different azimuthal direction of receiver’s motion.

FIGURE 8: Effect of increase in altitude of interferers’ cluster on LCR, AFD, and SAC in (a), (b), and (c), respectively.
is taken with radius $\rho_1 = 200m$ positioned (its center) at the coordinates $(-250, 0, 50)$ The receiver is assumed mobile with a velocity $v = 18m/s$ in the azimuth plane and at a fixed altitude level, while the x-axis is assumed fixed along the azimuthal direction of the receiver’s motion, i.e., $\phi_v = 0^\circ$ and $\beta_v = 0^\circ$. The carrier frequency and path loss exponent are taken as $f_c = 1.8GHz$ and $n_{PL} = 2$, respectively. The position of interferers within the cluster are drawn from homogeneous PPP with an intensity $\lambda_T = 0.02$. The computer simulations are performed by following the approach presented in Chap. 5 of [17] for simulation of wireless propagation channels to characterize second order fading statistics. A time window of 1sec is taken, for simulation results and the results are averaged over $10^4$ monte carlo runs. The analytical and simulation results for LCR, AFD, and SAC of interference signals obtained for the single cluster scenario are plotted in Fig. 6 (a), (b), and (c), respectively. A good agreement between the two is observed, which validates the derived analytical expressions.

The minor difference in fitting of simulation and analytical results is because the received signal’s envelope in analytical results is modeled as pure Rayleigh distributed (as a special case of Nakagami-$m$ distribution); while in the simulation results, the spatial configuration of interferers may result in a slightly different shape of the distribution. A more accurate fitting can be achieved by an appropriate selection of the distribution shape parameter’s value (i.e., $m$) in analytical results or by appropriately setting the spatial configuration of interferers in the simulation setup such that it results in pure Rayleigh distribution of envelope.

The analysis is further extended to study the impact of increasing the ratio between link distance and radius of interfering spheroid’s cluster $\rho/\rho_c$. The results for LCR and AFD at three different positions of the receiver (i.e., $R$ at time $t = 0$sec, $t = 20$sec, and $t = 40$sec) are plotted in Fig. 7 (a) and (b) respectively. The direction of motion is taken as, $\phi_v = 0^\circ$ and $\beta_v = 0^\circ$, i.e., the receiver moves away from the interfering cluster. The rate of fluctuations in the envelope of receiver interference signal decreases nonlinearly; while the average duration for which the signal stays in a fade increases. The trend of AFD and LCR is observed similar to that commonly observed for different wireless propagation channels. In Fig. 7 (c), SAC is plotted with respect to (w.r.t) the receiver’s displacement from initial position at $t = 0$ sec. The SAC can be studied in terms of separation distance normalized as number of wavelengths and the direction of receivers motion w.r.t. the center of interferers’ cluster can be observed. In order to demonstrate the importance of incorporating the elevation axis into the account, the impact of increasing the elevation of interferers’ cluster (while keeping the distance same) on LCR, AFD, and SAC of interference signal is plotted in Fig. 8. It can be observed that an increase in elevation angle constituted at the receiver with the center of interferers’ cluster (i.e., $\beta_v$) has a nonlinear effect along different values of threshold level. The effect of increase in $\beta_v$ on LCR and AFD become more significant as the threshold level under observation decreases. Furthermore, the effect of increase in elevation of the cluster on SAC is studied for different positions of receiver’s (i.e., different values of displacement from initial position in terms of wavelengths). An Increase in separation of the receiver’s horizontal position from its initial position decreases the SAC; however this trend of decay becomes sharp for higher values of elevation. These result clearly indicate the importance of not excluding the elevation plane when modeling the HetNets interference in angular domain.

The analytical results for LCR of SIR ($N_{R_s}$) are plotted in Fig. 9 using the equations (25) and (26) for the special cases discussed in previous section. The maximum crossings occur for the values of SIR around $0$dB, and decrease as SIR
deviates away from 0dB. The rate of decrease is however different for different cases presented in Fig. 9 (a), (b), (c), and (d). The impact of distribution’s shape parameter for both the interference $m_I$ and desired $m_S$ signals is studied for the cases when $N_{R_I} \ll N_{R_S}$ and $N_{R_I} \gg N_{R_S}$. For the case $N_{R_I} \ll N_{R_S}$, when the interference signal is Rayleigh distributed (i.e., $m_I = 1$), an increase in the value of desired signal’s distribution’s shape parameter, reduces the value of LCR along both tails at low and high values of SIR threshold level, see Fig. 9 (a). However, this impact is more dominant along the lower SIR levels as compared to the higher values. Whereas, varying $m_I$ while keeping the $m_S$ fixed at 1.0, has a converse behaviour in its impact, see Fig. 9 (b). The shape of the curves is observed similar to the shape of LCR commonly observed for Rayleigh distributed signals in wireless propagation channels. On the other hand, when $N_{R_I} \gg N_{R_S}$ and $m_I = 1.0$, an increase in $m_S$ causes a change from flat-shaped LCR over the whole range of SIR to a shape with dips at its tails and flat over middle range of threshold values, evident in Fig. 9 (c). When the desired signal is considered Rayleigh distributed, the effect of varying the shape of interference signal’s distribution on LCR of SIR is plotted in Fig. 9 (d). Significant impact on LCR can be observed for lower values of SIR threshold level, where its behaviour is similar to that observed in Fig. 9 (a). The cases studied for characterization of LCR of SIR in Fig. 9, can be further translated to characterize of AFD, as plotted in Fig. 10. For the case, when the rate of fluctuations in interference signal is higher than that in the desired signal, the range of AFD increases significantly with an increase in the value of shape parameter of desired signal’s distribution, see Fig. 10(a). The behaviour of increase in AFD along an increase in $m_S$ and a decrease in SIR level is observed to be as linear with different level of slopes and exponential of different orders, respectively. In the results presented in Fig. 10(d) for the case where $N_{R_I} \gg N_{R_S}$, a similar behaviour is observed for a converse set of interference and desired signal parameters as for the case presented in Fig. 10(a). The behaviour of AFD can be related to the behaviour of LCR as inversely proportional to each other, which is evident in the derived formulas and the presented results. This study for characterization of network interference in spatial domain is of high significance for performance evaluation and to meet the challenges in devising of error correction codes and algorithms for interference mitigation in emerging 5G communication scenarios where BSs are employed with very large-scale antenna arrays.

V. CONCLUSION

A novel model for the 3-D angular characterization of the cumulative interference was proposed in a two-tier heterogeneous network with small cells in tier-1 overlaid with massive-MIMO equipped macro-cell BSs in tier-2. Analytical expressions were derived for the second order fading statistics such as the level-crossing rate, the average fade duration, and the correlation distance for Nakagami-$m$ distributed interference and desired signals. Furthermore, analytical expressions for the second order fading statistics of the SIR have also been presented to characterize the behavior of network interference levels with reference to the desired signal. The simplified expressions for these statistics have also been presented for two special cases of practical interest, viz. when the rate of fluctuation of the desired signal is larger than that of the interference signal and vice versa. An analysis of the lifespan of interferer clusters is performed to provide insights into their clustering mechanism in relation to the mobility of the receiver. Finally, a comprehensive evaluation of the impact of various physical and statistical parameters.
on second order fading statistics of the interference and the SIR has been presented. Validation of the proposed analytical expressions has been established through a comparison with computer simulations. Our results demonstrate the importance of including the elevation plane in modeling the cumulative interference in HetNets designed for emerging 5G communication scenarios.
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