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Abstract—This paper presents an Ensemble Data-Driven Fuzzy
Network (EDDFN) for laser welding quality prediction that is
composed of a number of strategically selected Data-Driven
Fuzzy Models (DDFMs). Each model is trained by an Adaptive
Negative Correlation Learning approach (ANCL). A monitoring
system provides quality-relevant information of the laser beam
spectrum and the geometry of the melt pool. This information is
used by the proposed ensemble model to asist in the prediction
of the welding quality. Each DDFM is based on three conceptual
components, i.e. a selection procedure of the most representative
welding information, a granular comprehesion process of data
and the construction of a fuzzy reasoning mechanism as a
series of Radial Basis Function Neural Networks (RBF-NNs).
The proposed model aims at providing a fuzzy reasoning engine
that is able to preserve a good balance between transparency and
accuracy while improving its prediction properties. We apply the
EDDFN to a real case study in manufacturing industry for the
prediction of welding quality. The corresponding results confirm
that the EDDFN provides better prediction properties compared
to a single DDFM with an overal prediction performance > 78%.

Keywords—Data-Driven Fuzzy Models (DDFMs), RBF Neural
Networks, Granular Computing, ensemble networks, Adaptive
Negative Correlation Learning (ANCL).

I. INTRODUCTION

V IA the design and implementation of data-driven fuzzy

methods for complex systems modelling usually one

can gain a deeper insight of the system. This is translated

into a better understanding of the process dynamics via the

construction of a transparent and interpretable fuzzy reasoning

mechanism and kowlegde representation as a series of linguis-

tic rules [1].

In approximate reasoning, it is also known the combination

of a number of different predictors usually improves results

in prediction [2]. Particularly, an ensemble network groups

the ability of individual learners to improve its generalisation

properties in classification and then in prediction when single

neural networks frequently disagree. In that sense, a number

of different learning methodologies have been reported to

construct an ensemble network by encouraging its individual

members to learn different parts of a data set and then combine

them to generalise better [3-7].

In automotive industry, especially those processes that

involve the joint of multiple pieces by laser welding, the

understanding of the dynamics of the melt pool during the

application of the laser beam has recently gained a lot of

attention. This is due to the advantages that it offers over

traditional welding techniques such as resistance spot welding.

Improvements by using laser welding results mainly from

the laser spot size, the penetration depth of the weld into

the material and its flexibility to be applied on complicated

geometries at low thermal distortion and hight speed for free

contact assembling [8]. As for any other welding technique,

imperfections may occur as a consequence of the small fea-

tures of the laser welding. Usually the laser welding’s quality

relies on a number of parameters associated to laser beam

such as laser power, beam size and shape on the workpiece,

beam divergence and wavelength of the laser beam [8]. As a

consequence, advanced monitoring systems for laser welding

applications have resulted to mantain a high product quality

consistency, particularly to control the melt pool geometry and

then the microstructure and surface properties of the material.

In order to assist the monitoring system and gain a better

understanding of the laser welding process, in this paper an

ensemble network that aggregates the ability of single DDFM’s

is proposed. Each DDFM consists of a systematic construction

of a neural fuzzy inference that is based on the Radial Basis

Function Neural Networks (RBFNNs), Granular Computing

[9] and a Fast Correlation-Based filter [10] for the selection

of the most relevant features of the welding process. With

the objective to speed up the network learning and to find

the optimal performance we combine an Adaptive Back Error

Propagation approach (ABEP) and the Negative Correlation

Learning that we call Adaptive Negative Correlation Learning

(ANCL) [7].

The rest of this article is organized as follows: Section II

provides an overview of the laser welding process and the

monitoring system. Section III, describes the ensemble data-

driven fuzzy model while section IV shows a comparison of

the prediction results obtained by the proposed model and

a single DDFM. Finally, in section V the conclusions and

recommendations for future work are drawn.

II. OVERVIEW OF THE MONITORING SYSTEM FOR THE

LASER WELDING PROCESS

A based-industry laser welding process is considered

in this article. Such a process consists of a monitoring

system combined with an offline Non-Destructive Test

(NDT) which is used to verify the associated weld

quality. The monitoring process involves the integration

of two subsystems for monitoring the laser power signal

spectrum and the geometry of the melt pool respectively.
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Fig. 1. Monitoring System for laser welding (Image provided by HIDRIA).

On the one hand, the spectral monitoring subsystem con-

ducts a high-speed, high-resolution processing search for spec-

tral isolation of the laser power signal. To properly perform

the first monitoring task, an axis unit is employed to rotate the

workpiece and evaluate the performance of the laser welding

process at different angles. On the other hand, the melt pool

monitoring subsystem is an illumination laser technology that

employs a high-speed camera that provides an online quality-

relevant information of the seam position. That is, with the

objective of correlating the output from the spectral monitor

and the NDT, at each 5◦ a Position Synchronised Output (PSO)

from the axis unit is obtained triggering the high-speed camera

while the PSO signal is recorded at each seam position by a

spectral sensor. In other words, the high-speed images and the

signal spectrum are synchronised and then link to each seam

position during the welding process. Finally, an offline leaking

NDT was carried out in order to verify the laser weld quality

of each manufactured workpiece (PSG). As indicated in Fig. 1

every welding process involves two separate seams (”A” and

”B”) along the surface of the workpiece.

A. Overview of the Monitoring System Data

81 experiments per each seam (”A” and ”B”) with a

different focal length of the welding head ranging from 100
mm up to 200 mm, an initial activation laser power of 100

W with a constant welding speed between one seam and

another were carried out. A high-speed camera is used to

provide 69 frames per experiments in relation to the geometry

of the melt pool where 9 signals were extracted. Several

metrics were calculated for the monitoring and NDT data.

Table I summarises the signal sets and the associated estimate

metrics. Finally, to identify the welding quality per PSG

workpiece, an offline leaking NDT was effectuated to verify

the corresponding welding quality of each seam (”A” or ”B”).

TABLE I
SIGNALS EXTRACTED BY MS.

Melt Pool Monitoring Subsystem (Per frame)

1. Average of the weld width (mean-W)

2. Standard deviation of the weld width (stddev-W)

3. % coeficient of variation of the weldth width (Varco-W)

4. Average of the upper pixel position (Mean-U)

5. Standard deviation of the upper pixel position (Stddev-U)

6. % coefficient of variation of the upper pixel position (varco-U)

7. Average of the lower pixel position (mean-L)

8. Standard deviation of the lower pixel position (stddev-L)

9. % coefficient of variation of the lower pixel position (varco-L)

Spectral Monitoring Subsystem

10. Sensor Signal

11. Reference

12. Position Synchronised Output (PSO)

13. Signal too low/high

Leaking Non Destructive Test (NDT), PSG total fault

Seam A: 49 Ok samples/32 Non-Ok samples

Seam B: 49 Ok samples/32 Non-Ok samples

III. ENSEMBLE DATA-DRIVEN FUZZY NETWORK

This section describes the proposed Ensemble Data-Driven

Fuzzy Network illustrated in Fig. 2. According to Fig. 4, a

systematic parameter identification for each DDFM follows

three major conceptual components: a selection process of

the most relevant features, a granulation step that groups

similar data and a reasoning mechanism based on the RBF

Neural Network (RBF-NN). The process of feature selection

obtains the smallest set of features that better represents the

process dynamics. The idea behind granulation is a clustering

mechanism to create a number of semantic fuzzy rules based

on the concept of Granular Computing (GrC). In other words,

granulation aims at providing an interpretable fuzzy model

within a unified concept based on functionality and data

compatibility. Thus, the RBF-NN exploits such a granular

signature in order to discriminate the role of each fuzzy set and

the input variables while preserving a balance between trans-

parency and interpretability [1]. The parameter identification

of the EDDFN follows a Negative Correlation Learning (NCL)

[7] and an Adaptive Back Error Propagation (ABEP) approach

[11] that we call for short Adaptive Negative Correlation

Learning (ANCL). The NCL introduces a penalty term in

the cost function of each individual DDFM minimising its

Mean Square Error (MSE) together with the correlation of the

ensemble network so that every DDFM is finally trained by the

ANCL. [7]. The ensemble model is viewed as a multi-input-

single-output (MISO) FLS f : U ⊂ Rn → R having n inputs

xk ∈ [x1, ..., xn]
T ∈ U1 ×U2 × ..×Uk..×Un , U , where U

is the universe of discourse, the training set {~xp, dp}
P
p=1 such

as ~xp = {x1, . . . , xn} and the ensemble output is:

fens(~xp) =
1

N

N
∑

j=1

yj(~xp) (1)



where the cost function of each DDFM is computed as:

ej =

P
∑

p=1

(yj(~xp)− dp)
2 + λpj (2)

and λ and pj is a weighting and regularised term respectively.

pj = −
P
∑

p=1

(yj(~xp)− fens(~xp)) (3)

And the ensemble error function is:

Ep =
1

p

P
∑

p=1

(fens − dp)
2 (4)

Due to its functional equivelence to Fuzzy Logic Systems,

every ith fuzzy rule in the RBF-NN can be stated as [12]:

Ri : IF x1 is F i
1 and . . . xk is F i

k and . . .

and xn is F i
n THEN y is Gi; i = 1, . . . ,M (5)

And F i
1 × ...× F i

n = Ai, hence Eq. (5) can be expressed as:

R+ : F i
1 × ...× F i

n → Gi = Ai → Gi; i = 1, ...,M (6)
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Fig. 2. Ensemble Data-Driven Fuzzy Network (EDDFN) structure.
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Fig. 3. RBF-NN Structure used by a single DDFM (Taken from [11]).
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Fig. 4. Parameter identification applied to each Data-Driven Fuzzy Model
(DDFM) (Taken from [13]).

A rule Ri is described by µRi(~xp, y) = µRi [x1, ..., xn, y],
where a Mamdani implication is used as:

µRi(~xp, y) = µAi→Gi(~xp, y) =
[

Tn
k=1µF i

k

(xk) ⋆ µGi(y)
]

(7)

Where each firing strength fi is defined as

µRi(~xp, y) = µAi→Gi(~xp, y) = fi

(

exp

[

−
‖~xp − ~x‖2

σ2
i

])

(8)

A. Adaptive Negative Correlation Learning (ANCL)

Although a conventional BEP leads the MSE to a good

global minimum, it usually does not represent the optimal

performance [14]. For that reason, we apply an Adaptive BEP

to the NCL that follows the update rules:

∆wi(t+ 1) = −η
∂Ep

∂wi

+ γ∆wi(t) (9)

∆σi(t+ 1) = −η
∂Ep

∂σi

+ γ∆σi(t) (10)

∆mi
k(t+ 1) = −η

∂Ep

∂mi
k

+ γ∆mi
k(t) (11)

At iteration ’t’, a performance index Pi(t+1) = 1
P

∑P

p=1 E
2
p

is monitored by the NCL:

• if Pi(t+ 1) ≥ Pi(t) Then

η(t+ 1) = hdα(t), γ(t+ 1) = 0

• if Pi(t+ 1) < Pi(t) and

∣

∣

∣

∣

∣

∆Pi

P i(t)

∣

∣

∣

∣

∣

< δ Then

η(t+ 1) = hiα(t), γ(t+ 1) = γ0 (12)

• if Pi(t+ 1) < Pi(t) and

∣

∣

∣

∣

∣

∆Pi

P i(t)

∣

∣

∣

∣

∣

≥ δ Then

η(t+ 1) = η(t), γ(t+ 1) = γ(t)



Algorithm 1 Fast Correlation-Based Filter Strategy [10].

Input:
S(F1, F2, . . . , FN , C) ⊲ a training data set
δ ⊲ a predefined threshold

Output: Sbest

1: procedure :
2: for i = 1 to N do
3: Calculate SUi,c for Fi;
4: if (SUi,c ≥ δ) then
5: append Fi to S′

list;
6: end if
7: end for
8: order S′

list in descending SUi,c value;
9: Fp = getF irstElement(S′

list);
10: do
11: Fq = getNextElement(S′

list, Fp);

12: if (Fq <> NULL) then
13: do
14: F ′

q = Fq;
15: if (SUp,q ≥ SUq,c) then
16: remove Fq from (S′

list);
17: Fq = getNextElement(S′

list, F
′

q);
18: else Fq = getNextElement(S′

list, Fq);
19: end if
20: while (Fq <> NULL)
21: end if
22: Fp = getNextElement(S′

list, Fp);
23: while (Fp <> NULL)
24: Sbest = S′

list

25: end procedure

where hd, (0 < hd < 1) and hi, (1 < hi) are the decreasing

and increasing factors, respectively - δ is a threshold rate for

the MSE. Thus, the partial derivatives for each DDFM are:

∂Ep

∂wi

= ((yj(~xp)− dp)− λ(yj(~xp)− fens(~xp)))Ai (13)

∂Ep

∂si
= 2 ((yj(~xp)− dp)− λ(yj(~xp)− fens(~xp)))

× (wi − yj(~xp))Ai

(∑n

k=1(xk −mki)
2

s3i

)

(14)

∂Ep

∂mki

= 2 ((yj(~xp)− dp)− λ(yj(~xp)− fens(~xp)))

× (wi − yj(~xp))Ai

(

(xk −mki)

s2i

)

(15)

where Ai = 2fi/
∑M

i=1 fi

B. Fast Correlation-Based Filter (FCBF) for Feature Selection

In this article we apply a Fast Correlation-Based Filter

(FCBF) to find the most representative attributes/features [10].

The FCBF is aimed to find the optimal trade-off between

fitness and complexity [1] while contributing to the DDFM

accuracy. According to the Algorithm 1, the FCBF estimates

the uncertainty of a random variable based on the information-

theoretical concept of entropy of an attribute XI in relation to

the attribute XJ as [[10], [15]]:

H(XI |XJ) = −

n1
∑

j=1

P (xj)

n1
∑

i=1

P (xi|xj)log2(P (xi|xj))

(16)

where XI = {x1, . . . . . . , xn1
}, n = {n1, n2, . . . , nm} is the

cardinality of the dimension I , P (xi) and P (xi|xj) is the prior

and posterior probability of XI , respectively. The ”Informa-

tion Gain” is computed by Eq. (17) which is interpreted as

the decrease of entropy of XI given XJ .

IG(XI |XJ) = H(XI)−H(XI |XJ) (17)

When IG(XI |XJ) < IG(XK |XJ), XJ is more correlated to

XK than to XI . That is, the value of ′IG′ is biased to those

attributes/features whose cardinality is higher. To compensate

for information gain’s bias toward features with more values,

a Symmetrical Uncertainty measure SU that is normalized to

the range [0, 1] is used to determine the correlation between

the feature Fi and the label class C, where 0 and 1 represent

the lowest and highest respectively [16].

SU(XI , XJ) = 2 ∗
IG(XI |XJ)

H(XI) +H(XJ)
(18)

SU is used as a goodness measure that evaluates the relevance

of each feature and discriminates those that are redundant.

A subset S′ of relevant attributes can be extracted from S
based on a predefined threshold δ, such that ∀Fi ∈ S′; 1 ≤
i ≤ N,SUi,C ≥ δ. In a like manner to [10], we use the

predominant correlation to extract the less redundant features

that most contribute with information, i.e. iff, there exist a

SUi,C ≥ δ, and ∀Fj ∈ S′(j 6= i) such that there is no Fj

where SUj,i ≥ SUi,C .

C. Iterative Information Granulation

Iterative information granulation is a data mining approach

for data grouping based on a compatibility index compat(·, ·)
that evaluates the similarity in the data [9], [14], [17]. In

this article, the data provided by the monitoring system is

granulated to describe the system dynamics as a series of

linguistic fuzzy rules and used as the initial parameters of

each DDFM. Hence, the process for iterative information

granulation involves two main steps:

• Find the two most ’compatible’ information granules

and merge them together as a new information granule

containing both original granules.

• Repeat the process of finding the two most compatible

granules until a satisfactory data abstraction level is

achieved.

The compatibility between two any granules A and B is:

compat(A,B) = DMAX − dA,Be
(−αR) (19)

where R and dA,B are:

R =
cardA,B/CardinalityMAX

LA,B/LengthMAX

(20)

dA,B =
n
∑

k=1

(wk/n)(max(uAk, uBk)−min(lAk, lBk)) (21)



The metrics associated to each resulting granule are the mul-

tidimensional average distance dA,B and length LAB , while

DMAX , LengthMAX and CardinalityMAX are the distance

and length of the largest granule and the total number of

granules in the data set respectively. With wk playing the role

of importance weight for the dimension k, k = 1, . . . , n.

In Eq. (19) and (21), α is a weighting term for the rate

cardinality/length and lAk and uAk are the lower and upper

limits (corners) of the granule A respectively.

IV. EXPERIMENT SIMULATIONS

The experimental setup for laser welding prediction is

carried out with an ensemble model of 7 DDFM units. Each

DDFM uses the ANCL for its parameter identification (See

Fig. 4) with a different correlation threshold, δT < δ ≤ δmax.

For this case study, the threshold for the third ensemble hidden

unit is δ = δT (δmax + 3/7). Similarly, the number of fuzzy

rules per DDFM is defined by M = Mo +∆T (j − 1), where

Mo = 2 and ∆T = 2. A granular weight α = 0.3 for the

iterative information granulation was used. As indicated in

section II, two welding seams per each PSG were produced

in one experiment. Thus, a set of 41× 26 dimensional feature

vectors per seam were extracted by the monitoring system.

Hence, we perform a set of 10× 2 experiments by randomly

selecting a training (60%) and a testing data set (40%) at

each experiment. To compare the efectiveness of the proposed

ensemble model to some existing techniques, we performed

an identical number of experiments by using a single DDFM

introduced in [13]. Such a model follows the methodology

described by a single DDFM unit that uses a different number

of hidden units.

It was found that the highest performance for the single

DDFM is obtained with five fuzzy rules. In table II, the aver-

age number of the most relevant features and their associated

correlation are presented. Fig. 5 and Fig. 6, the band witdh

for the fuzzy decision surface that corresponds to the DDFM

unit 1 and N , and the Average Ensemble Surface (AES) are

depicted. In order to construct the fuzzy rule base, we extracted

from the ensemble model the most frequent features selected

at each single DDFM (ensemble neuron). Although, the set

of consequents Gi for the fuzzy model are singleton, we

use the average of each DDFM output and its corresponding

standard deviation to construct the set of Gaussian functions.

Consequently in Fig. 7, the corresponding fuzzy rule for the

Average Ensemble Surface (AES) is presented for both seams

”A” and ”B”.
TABLE II

INPUT RANKING USING THE FCBF FOR FEATURE SELECTION.

List of the most relevant and less redundant features.

No. Feature SU No. Feature SU

1 Mean of Mean-W 0.85 5 Mean of Varco-U 0.76

2 Mean of Varco-W 0.76 6 Mean of PSO 0.54

3 Mean of stddev-U 0.76 7
Mean of Sensor

Signal
0.51

4 Mean of stddev-L 0.51 8 Mean of reference 0.51
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Fig. 5. Band width for the Fuzzy model surface that correspond to seam ’A’
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Fig. 7. AES Fuzzy model for laser welding quality prediction.

For diagnostic test evaluation, sensitivity and specificity are

calculated in order to quantify the proportion of ’Ok’ and

’Non-Ok’ samples that were correctly classified respectively,

while accuracy is the overall percentage of both measures [18].

Such metrics are computed by:

Specificity =
TN

TN + FP
(22)



TABLE III
PERFORMANCE: LASER WELDING QUALITY PREDICTION

Model Specificity[%] Sensitivity[%] Accuracy[%]

- Training -

- Seam A -

Single DDFM 71.23 74.25 72.74

Ensemble Network 73.68 82.76 78.22

- Seam B -

Single DDFM 76.56 83.21 79.88

Ensemble Network 75.86 68.72 72.29

- Testing -

- Seam A -

Single DDFM 60.00 65.00 62.50

Ensemble Network 65.76 75.00 70.38

- Seam B -

Single DDFM 61.54 77.31 69.42

Ensemble Network 74.67 82.0 78.33

Sensitivity =
TP

TP + FN
(23)

Accuracy =
TN + TP

TP + TN + FP + FN
(24)

While sensitivity measures the proportion of ’OK’ seams

(TP) that are identified correctly by the EDDFN, specificity

quantifies the proportion of worpieces with a low-quality

(failed-Non-OK) welding (TN). FP and FN represent the good

seams-’OK’ predicted as ’Non-OK’ and the ’Non-OK’ seams

predicted as good seams. Although both models exhibited a

similar performance during training, the EDDFN showed an

improvement of approximately 10% for predicting new data.

Particularly, for seam B the predictions results achieved by

the EDDFM observed an accuracy of around 80%.

V. CONCLUSION

In this article, an Ensemble Data-Driven Fuzzy Network

(EDDFM) is proposed. Each hidden unit of the EDDFN

consists of a systematic construction of a Data-Driven Fuzzy

Model that is beased on three conceptual components, i.e.:

information theory for feature selection, granular cmputing

and neural fuzzy systems. The overall framework is designed

to specifically improve the generalisation prediction properties

of a single DDFM. We employ the proposed ensemble model

to not only model the process of laser welding, but also to

predict the associated welding quality.

Results show that an ensemble model can have significant

impact on the performance of single data-driven fuzzy models,

particularly in the ability of the model to recognise (predict)

new data (data that were not used in the learning/training

process) with an overall performance of > 78% accuracy.
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