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Abstract: Maximum power extraction for PV systems with multiple panels under partial shading conditions (PSCs) relies on the configuration of the system and the optimal searching algorithms used. This paper described a PV system with multiple PV panels in series. Each panel has a dc-dc step-down converter, hence allowing independent control of load and source power ratio corresponding to the irradiation levels. An H-bridge terminal inverter is also used for grid connection. An advanced searching algorithm (TSPSOEM) is proposed in the paper for the distributed maximum power point tracking (DMPPT). This applies the basic particle swarm optimization (PSO) procedure but with an extended memory and incorporating the grouping concept from shuffled frog leaping algorithm (SFLA). The new algorithm is applied simultaneously to all PV-converter modules in the chain. The system can exploit the variable converter ratios and reduces the effect of differential shading, both between panels and across panels. The paper presents the system and the proposed new algorithm and demonstrating superior results obtained when compared with other conventional methods.
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Partial Shading Conditions (PSCs)

1 Introduction

Solar PV panels supply electricity to load nearby and utility grid [1]. All of these solar PV power generators are made by panels in serial and parallel strings to raise the voltage and current to the required standard levels and these panels are formed by having multiple chained PV cells. Series connected panels and cells are constrained to conduct the same string current which is set by the least efficient panel and cell, hence reducing the efficiency of the whole PV generator. Thus the PV panels and cells should, ideally, have the same rating and characteristics and operating under the same weather conditions. However, PV panels and cells in a string never operate exactly identical even if they are made from the same process, having the same size, and operating under the same orientation. The main issue is due to unequal lighting intensity across a PV panel [2]. If a subset of PV cells is shaded, the output characteristics of the PV source exhibits multiple local maximum power points (Local MPPs) as shown in Figure 1. The current through the panel must be limited to the maximum forward current in the shaded set to avoid driving any of these into a reverse voltage condition. This always absorbs power and can result in reverse breakdown and overheating. The use of by-pass diodes has eliminated this problem, but power potentially available from by-passed cells is lost.

To address this issue, attentions have been placed on two aspects: the connections and configurations of the PV system [3, 4] and the advanced MPPT techniques [5, 6]. The former uses different converter topologies combined with the PV panels which have been reported [4, 7-14]. This allows independent control of load and source power ratio corresponding to the irradiation levels and is particularly effective in addressing unequal shading between panels. The latter is useful to overcome the uneven shading across a single panel. Walker and Sernia in [4] have examined cascading multiple PV-converter units
using four types of dc-dc converters and their pros and cons. The work has shown that dc-dc step down converter is the most efficient. The system proposed by Abdalla et al. [10] uses step-down DC-DC converters for each PV panel to achieve independent control, but the MPPT used in this work is the conventional P&O method which cannot obtain the maximum power under PSCs of each PV string. The works in [7, 13-14] uses step-up (Boost) DC-DC converters for each PV module with independent MPPT control, but also applied conventional MPPT methods. The use of cascaded H-bridge has also been reported in [3, 7], this approach, though able to obtain independent control of PV panels, has the drawback of using many switches, hence making the control strategies complex and increasing power loss, cost.

The maximum power point tracking schemes are important in obtaining MPPT when a single PV panel being unevenly shaded, resulting in multiple peaks on the power-voltage characteristic curve. Conventional MPP searching algorithms [7, 15-21] may be trapped in a local maximum which indirectly introduce a power loss [22]. The work in developing the optimal searching methods and algorithms has been active, resulting in an avalanche of control and optimization strategies being reported in the literatures [22-34]. Among them, Particle Swarm Optimization (PSO) has been applied most frequently. This is due to that it can locate the MPPs compared with other methods such as Perturb & Observe (P&O), Incremental Conductance (IC), Hill Climbing (HC), Fuzzy Logic Controller (FLC), Neural Network (NN) etc., but PSO has problems in coping with fast variations of partial shading patterns. For this problem, different modifications have been made to the original PSO algorithm in order to improve its performance of tracking the global MPPT under PSCs. One approach used PSO to locate the nearest section where the global MPP may lie, and then used the conventional P&O or HC to find the exact point to reduce steady-state oscillation [14, 35]. The main defect of this approach lies in the determining the condition to switch over from PSO to P&O, unsuitable moment to switching over may incur inaccurate
results or increased computational cost. A hybrid PSO and Artificial Neural Network (PSO-ANN) algorithm was also proposed in [36] to detect the global peak power point in the presence of several local peaks. Although this method has advantage of relative high tracking accuracy, it is complex in developing NN hence more costly in sample training and computational time.

This paper presents a new grid-connected PV system which combines the chained PV-converter modules with an advanced MPPT algorithm. This combination enables the system to achieve MPPT for unequal shading between and across PV panels. In detail the system comprises a chain of integrated PV step-down dc-dc converter modules, hence generates multiple-levels of dc-voltage and may be converted to ac via a dc-ac converter. The control scheme is adopted from the proposed PSO algorithm with the grouping idea and extended memory factor and can search more accurately and effectively when multiple peaks occurs for a PV panel in the chain. Thus for n PV-converter modules there will be n MPPT searching schemes operating simultaneously. The predicted voltages are applied to control the corresponding dc-dc converters and dc-ac inverter simultaneously. Furthermore for the switch control of dc-dc converters of PV modules a permutation Pulse-Width Modulation (PWM) scheme is applied to allow switching sequence swapping for balanced switch utilisation. Finally, the output of the whole converter chain is connected to a dc-ac voltage source inverter, providing the ac output voltage synchronized with grid voltage.

The rest of the paper is organized as follows: In Section 2, configuration and model of the grid-connected cascaded PV-converter system are described. The system model and control is described in Section 3. In addition, the proposed maximum power point tracking scheme based on the TSPSOEM algorithm is presented in detail in Section 4. Section 5 presents and discusses the simulation results. Finally, we give the conclusion in Section 6.


2 Configuration of the Grid-connected Cascaded PV-Converter System

Figure 2 shows the configuration of a grid-connected PV system comprising three cascaded PV-step-down converter units. The proposed PV system is mainly made up of three PV panels, multilevel DC-link converters, one H-bridge inverter, a low-pass R-L filter, grid and a control unit. Specifically, each of PV panels can be made up of n chained PV modules, though in this work three PV modules (Module1, Module2 and Module3) are used. Furthermore, three converter switches (SWn, n=1, 2, 3) are controlled by the direct PWM method to form a three-level positive DC voltage, which is converted to alternating voltage at the required grid frequency of 50 Hz by the H-bridge inverter [10]. Connection to the grid is through a low-pass R-L filter for eliminating high order harmonics due to switching.

3 System Model and Control

3.1 State-Space Average (SSA) Model

The state-space average (SSA) model expressing the dynamic variation of the above system can be derived as follows. The voltages across each of the dc-dc converter terminals, \( v_{D1}, v_{D2}, \ldots v_{Dn} \), can be expressed as functions of their respective PV source voltages, \( v_{pV1}, v_{pV2}, \ldots v_{pVn} \) and the corresponding switching duty ratios \( D_1, D_2, \ldots D_n \), thus we have

\[
v_{pVn} = D_n \cdot v_{pVn}
\]

(1)

The currents through capacitors across each PV sources \( C_{pV1}, C_{pV2}, \cdots C_{pVn} \) are determined by their respective PV source currents \( (i_{pV1}, i_{pV2}, \cdots i_{pVn}) \) and that flowing to the DC-link \( i_{Dn} \) and converter duty ratios.

\[
i_{CpVn} = C_{pVn} \frac{dv_{pVn}}{dt} = i_{pVn} - i_{Dn} \cdot D_n
\]

(2)

Assuming a resistive load is supplied, the current to the DC-link, is given as
Substituting $i_{\text{link}}$ in eqs. (2) by (3), we have

$$\frac{dv_{\text{pVn}}}{dt} = \frac{1}{C_{\text{pVn}}} \left( i_{\text{pVn}} = \frac{v_{D1} + v_{D2} + \cdots + v_{Dn}}{R} D_n \right)$$

(4)

The output voltage is determined by the DC-link voltage and switching state of the output H-bridge as

$$v_{\text{out}} = (v_{D1} + v_{D2} + v_{D3} + \cdots + v_{Dn})|\sin(\omega t \pm \delta)| \cdot (2S - 1)$$

(5)

where $S$ is the switch state (‘0’ for off state and ‘1’ for on state) of the H-bridge, $\delta$ represents the sinusoidal signal phase shift angle between the current from the PV system and grid voltage.

Hence the general form of the SSA model for this system with $n$ cascaded PV-converter modules is given as

$$\begin{bmatrix}
\frac{dv_{\text{pV1}}}{dt} \\
\frac{dv_{\text{pV2}}}{dt} \\
\vdots \\
\frac{dv_{\text{pVn}}}{dt}
\end{bmatrix} = \frac{1}{R} \begin{bmatrix}
-D_1^2 & -D_1D_2 & \cdots & -D_1D_n \\
-D_1D_2 & -D_2^2 & \cdots & -D_2D_n \\
\vdots & \vdots & \ddots & \vdots \\
-D_1D_n & -D_2D_n & \cdots & -D_n^2
\end{bmatrix} \begin{bmatrix}
v_{\text{pV1}} \\
v_{\text{pV2}} \\
\vdots \\
v_{\text{pVn}}
\end{bmatrix} + \begin{bmatrix}
\frac{1}{C_{\text{pV1}}} & 0 & \cdots & 0 \\
0 & \frac{1}{C_{\text{pV2}}} & 0 & \cdots \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \frac{1}{C_{\text{pVn}}}
\end{bmatrix} \begin{bmatrix}
i_{\text{pV1}} \\
i_{\text{pV2}} \\
\vdots \\
i_{\text{pVn}}
\end{bmatrix}
$$

(6)

$$v_{\text{out}} = (2S - 1) \begin{bmatrix}
D_1 & D_2 & \cdots & D_n
\end{bmatrix} \begin{bmatrix}
v_{\text{pV1}} \\
v_{\text{pV2}} \\
\vdots \\
v_{\text{pVn}}
\end{bmatrix} |\sin(\omega t \pm \delta)|$$

(7)

For ac part the output current flow can be expressed as

$$L \frac{di_G}{dt} = \bar{v}_{\text{out}} - \bar{v}_G - R_f i_G$$

(8)

where $i_G$ and $v_G$ represent the grid current and voltage respectively, $R_f$ and $L$ are the filter resistance and inductor.

### 3.2 PWM Control Scheme
As shown in Figure 2, the control unit of the grid-connected PV system includes an MPPT block for each PV-converter unit. The output signals of these blocks are multiplied by a unity sinusoidal signal to form AC reference signals \( v_{ref(j)}, j=1,2,3\ldots n \). These reference signals are used to control the inverter switches by applying the direct PWM (the first stage in the algorithm) and the output generation. The direct PWM normalized reference voltage is given as

\[
\tilde{v}_{ref(j)} = \frac{|v_{ref(j)}|}{V_{mpp}/n}
\]  (9)

where \( V_{mpp} \) is the MPP voltage of a PV source at irradiance of 1000 W/m\(^2\), and \( n \) denotes the total number of PV sources.

The integer part of the normalized reference voltage is defined as the normalized offset voltage and it is given as

\[
v_{offset(j)} = \text{int}[\tilde{v}_{ref(j)}]
\]  (10)

The \( t_{on} \) interval of the PV source, which is being controlled at a particular switching period, is given as

\[
t_{on(j)} = T_c \cdot (\tilde{v}_{ref(j)} - v_{offset(j)})
\]  (11)

Equation (11) can be derived by equating the approximated volt-time area of the graph ‘\( v_{ref(j)} \) vs. time’ with the corresponding area under the generated pulse within a cycle \( T_c \) [37].

Figure 3 shows the flowchart of the PV permutation algorithm [10] which is applied to the three PV sources.

3.3 Power Flow Control

The current flow to the grid should ideally be maintained to be in phase with the grid voltage. This is achieved by using a simple quarter cycle delay phase locking loop [38] to track the grid voltage phase angle, and adjust the sinusoidal signal phase shift angle \( \delta \) in eq. (5). Taking grid voltage as reference, the real power flow to the grid is

\[
P = i_G v_G
\]  (12)
When the system ac output voltage leads the grid voltage with phase angle evaluated as

$$\delta = \tan^{-1} \frac{i_{\text{grid}}}{|v_g|+R_iL}$$  \hspace{1cm} (13)$$

where $|v_g|$ represents RMS of the grid voltage. Note $\delta$ angle changes with the output current and is calculated at every sample instant according to the estimated maximum power.

### 4 Maximum Power Point Tracking Scheme

The proposed PSO-based MPPT algorithm (TSPSOEM) offers the feature of extended memory searching capabilities and incorporates the grouping idea of shuffled frog leaping algorithm (SFLA) [39]. It reduces voltage ripple and increases the power output under PSCs. With the PV system of multiple chained PV-converter modules shown in Figure 2, the algorithm is applied to each of the $n$ modules simultaneously to track their respective MPPs. The procedure and equations of this algorithm are detailed below.

#### 4.1 Principles of the basic PSO Algorithm

PSO [40] is an evolutionary computation technique proposed by Kennedy and Eberhart in 1995. In PSO, a set of randomly placed particles is initialized; each particle represents a potential solution and has a corresponding fitness value derived from a fitness function. The objective is to find the optima by updating generations of particles. Assuming a space containing $S$ particles, the updating velocities and positions of the particles at the $t^{th}$ iteration are respectively denoted as $v'$ and $x'$. In the iterative process, the updated position of this particle at the $(t+1)^{th}$ time step is influenced by the information of its own best position $p_i^t$ and the global best $p_g^t$ at the $t^{th}$ step. The velocity and particle position update formulas are written as follows:

$$v'^{t+1} = \omega v' + c_1r_1(p_i^t - x') + c_2r_2(p_g^t - x')$$  \hspace{1cm} (14)$$
\[ x^{t+1} = x^t + v^{t+1} \]  

where \( \omega \) is the inertia weight factor, its variation range is chosen by the users. \( t \) is the iteration order, \( c_1 \) and \( c_2 \) are the acceleration factors, \( r_1, r_2 \) are random values \( \in (0, 1) \). To prevent the resultant particles moving out of range, their velocities and positions are limited to the ranges defined respectively by \([v_{\text{min}}, v_{\text{max}}]\) and \([x_{\text{min}}, x_{\text{max}}]\).

Applying the PSO algorithm to search the MPPs of a PV array the particles are the PV terminal voltages. The fitness value for each particle (voltage) is the output power of the PV array which is evaluated using a simplified form of original Bishop model [41] defined as

\[
I_{\text{out}} = I_{\text{sc}} - I_o \left[ \exp \left( \frac{qV}{AKT} \right) - 1 \right] - I_{\text{shunt}}
\]

\[
\text{FitnessFunction} = \text{Power}(G, T, I_{\text{out}}) = I_{\text{out}} \times V_{\text{out}}
\]

where \( I_{\text{sc}} \) is the photo current, the second current on the RHS formula is due to P-N junction leakage, \( V_j \) is the P-N junction voltage and \( I_{\text{shunt}} \) represents the PV panel ohmic leakage current. Definitions of other parameters in eq. (16) are given in the Appendix.

The shortcoming of the basic PSO algorithm is that it cannot cope well for the maximum power point searching of a PV system under unequal and changing illumination conditions. With multiple optimal points, for fast and accurate searching for maxima, the algorithm needs a large population size to cover a wide area which is certain to contain all the optima. In addition the searching velocity cannot be too high in case it misses the optimal particle. Hence the algorithm is slow to converge. On the other hand a larger searching velocity may result in low precision and a relapse into local optimization.

### 4.2 Improved PSO Algorithm

An extended memory factor is introduced into the basic PSO algorithm [42] to increase the accuracy of maximum power point tracking. This is realized by combining the local and global maxima obtained from
the last iteration with those of the current process, so that the influence of previous result can be maintained, i.e. the search process has an extended memory. The equation for the new searching speed is expressed as

$$v^{it+1} = \omega v^i + c_1 r_1 [\xi^{i} (p^i - x^i) + \xi^{i-1} (p^{i-1} - x^{i-1})] + c_2 r_2 [\xi^{i} (p^g - x^i) + \xi^{i-1} (p^{g-1} - x^{i-1})]$$  \hspace{1cm} (18)

where $p_t^{i-1}$ represents current local extreme position of the particle in the $(t-1)^{th}$ iterative process; $p_g^{i-1}$ is the current global extreme position of the population in the $(t-1)^{th}$ iterative process; $\xi$ is called current effective factor; $\xi^{i-1}$ the effective factor of the extended memory, and $x_{t+1}=x_t+v_{t+1}$. $\xi, \xi^{i-1} \in \mathbb{R}^+$, $\xi + \xi^{i-1} = 1$. In the special case when $\xi^{i-1}=0$, that is, $\xi=1$, eq. (18) is equal to eq. (14), hence resulting no extended memory.

4.3 Proposed PSO Algorithm with SFLA (TSPSOEM)

This takes into account the specific feature of a PV generation system operating under PSCs, namely that the P-V characteristic exhibits multiple peaks as shown in Figure 1. The number of these peaks depends on the number of chained modules and their respective illumination levels, and only one of them corresponds to the global MPP. SFLA is a meta-heuristic algorithm, which has been considered ideal for tracking maximum power point in PV system during partially shaded conditions due to its special features in [30]. Therefore, to further address the issue under PSCs, the grouping idea of SFLA and extended memory factor are merged into the basic PSO algorithm to track the global MPP for partially shading PV panel. The procedure and the equations used are detailed as follow.

**Stage (1):** All particles are divided into several groups according to the grouping idea of the SFLA. Within each group the extended memory factor is applied for speed evaluation for each particle. Thus with the local best already obtained, the speed and position of each particle of the $n^{th}$ particle in the $m^{th}$ group are updated using the equations:

$$v_{mn}^{t+1} = \omega v_{mn}^i + c_1 r_1 [\xi^{i} (p_{mn}^i - x_{mn}^i) + \xi^{i-1} (p_{mn}^{i-1} - x_{mn}^{i-1})]$$  \hspace{1cm} (19)

$$x_{mn}^{t+1} = x_{mn}^i + v_{mn}^{t+1}$$  \hspace{1cm} (20)
\[ \omega = \omega_{\text{max}} - (\omega_{\text{max}} - \omega_{\text{min}}) \frac{K}{J} \]  

(21)

where \( m = 1, 2, \ldots, M \) being the number of groups, and \( n = 1, 2, \ldots, N \), where \( N \) is the number of particles within a group. \( P^t_m \) and \( P^{t-1}_m \) are, respectively the best particle positions in the \( m^{th} \) group at the \( t^{th} \), and the \((t-1)^{th}\) iterations. Having obtained \( n \) particle positions at the \((t+1)^{th}\) step, we evaluate their fitness values using eqs. (16) and (17) and then acquire the best particle. Subsequently, a new local best position for the \( m^{th} \) group, \( P_m \), is derived. For eq. (21), \( K \) is the generation index representing the current number of evolutionary generations, and \( J \) is a predefined maximum number of generations. The maximal and minimal weights \( \omega_{\text{max}} \) and \( \omega_{\text{min}} \) have been set to 0.9 and 0.4.

**Stage (2):** Using \( m \) local best particles to find the one giving the maximum power amongst them, this is chosen as the optimal for the entire population at the \( k^{th} \) iteration step, i.e the global best. Furthermore the global best position in the last iteration is added. The speed and position of the current best particles are updated by the formulas:

\[
\begin{align*}
    v^t_{m} &= c_1 r_1 \left( (P^t_g - P^t_m) + (P^{t-1}_g - P^{t-1}_m) \right) \\
    P^{t+1}_m &= P^t_m + v^{t+1}_m
\end{align*}
\]

(22)\hspace{1cm}(23)

where \( P^t_g \) is the best position of particles in the entire swarm at the \( k^{th} \) iteration, \( P^{t-1}_g \) is the best position of particles in the entire swarm at the \( k^{th} \) iteration.

In the iterative procedure, when the best value within a group is equal to the global best value, the \((P_g - P_m)\) in eq. (22) is zero. The iterative process converges. The algorithm also stops when a fixed iteration count \( J \) is reached.

### 4.4 Implementation Procedure

The flowchart for implementing the proposed algorithm is shown in Figure 4. This MPPT method is applied in sequence to each PV unit at each sampling instant, to track their respective reference voltages.
This may lead to different voltage values depending on the weather conditions for each PV panel.

The specific process of the proposed MPPT method is shown as follows:

i) Input the current temperature (T) and light intensity (G) and initialize the positions and speeds of all particles;

ii) Calculate the fitness values using eqs. (16) and (17) for each particle;

iii) Apply the SFLA concept to partition the particles into several groups according to fitness values;

iv) Search for the peak power point in each group by using eqs. (19)-(21);

v) Shuffle all the local best particles in the groups with each other, and find the one giving the maximum power amongst them, i.e. the global best, using eqs. (22) and (23);

vi) Check the \((P_g-P_m)\) in eq. (22), if it is zero, the process converges and program ends,

vii) Check the specified number of iterations to exit the program and output the optimal position \((V_{ref})\), otherwise return to step ii).

5 Simulation Results and Discussion

5.1 Output power control under static shading conditions

Simulations were performed of a system having three serially connected identical PV-converter units and a dc-ac inverter at the output as shown in Figure 2. The parameters of the system components are listed in Table 1. The measured P-V characteristic curves of the PV panels (sources) are shown in Figure 5 under different irradiance levels at a surface temperature of 20°C, and show single or multiple peaks corresponding to different shading patterns.

To evaluate the performance of the proposed MPPT control method, the resulting output current, voltage and power are compared with those from the basic P&O method and the traditional PSO method under two shading patterns. The P&O method is set at a fixed step size \((e_v=0.1V)\), and the main
parameters used in the traditional PSO method and the proposed TSPSOEM method are listed in Table 2. In addition, the Fast Fourier Transform (FFT) is used to analyze the harmonic components present in the output waveform and the total harmonic distortion (THD) factors for all cases are evaluated.

Two test cases are considered as shown in Table 3. Case 1: Irradiance levels are only different between the PV panels, but are constant across each panel, i.e. the uniform shading case. Case 2: Light levels vary across each of the three panels, so it is non-uniform shading. As can be seen in Table 3, in Case 1, $G_1$, $G_2$ and $G_3$ represent the irradiance levels on panels PV$_1$, PV$_2$ and PV$_3$, while, in Case 2, $G_{1x}$, $G_{2x}$ and $G_{3x}$ are the irradiance levels of the three chained PV modules within each PV panel.

Figure 6 shows the output I/V waveforms and the total average power delivered to the grid corresponding to each method for the two cases: (a) shows the results for Case 1 and (b) for Case 2. The powers extracted from the sources by each of the three methods are shown by line graphs on the right-hand side (column 4), and compared to the theoretical maximum power extractable when the three modules operate independently under the same shading conditions. Clearly the proposed new method generates more power than the other two, since its power curves in both cases are the closest to the maximum power achievable given by $P_{PV}$. Figure 7 shows the grid-side sinusoidal current and voltage obtained by using the proposed TSPSOEM method under the illumination condition defined in Case 2. They are in phase as desired.

Table 4 lists the results from each method in terms of generated power and THD. It can be seen from the figures and Table 4 that the proposed method generates consistently higher power than the other two methods. Compared to the maximum power achievable under the same weather conditions, the power extraction percentage for the new method can be as high as 98%. In addition, when three methods run 10 times independently under the same conditions, the proposed method not only always shows the highest success rate (SR) of tracking the maximum power point, but also shows the lowest THD according to the
measured current, indicating the best waveform performance.

5.2 Output power control under variable shading conditions

This is to evaluate the performance of the proposed method under fast changing weather conditions. Starting with illumination levels set uniformly at 1000W/m² for all three panels, three different illumination patterns as listed in Table 5 are applied. The parameters of this system and the MPPT methods applied are the same as those listed in Tables 1-2. Figures 8 shows the power delivered to the grid using these two methods under Cases 2, 3, 4. The total generated power $P_{PV}$ for the case when the three PV-converter units operate separately is again used for comparison. As can be seen, at $t = 0.5$ sec. the illumination pattern changes from the initial setting to that of Case 2, the three power values respond promptly and uniformly to this change, but the power level due to the proposed method is higher than for the PSO though it is lower than $P_{PV}$. Similarly when the illumination pattern changes to that specified in Case 3 at $t = 1$ sec and Case 4 at $t = 1.5$ sec, the performances of the power responses for all methods are similar except that the new method always gives higher values than the PSO method.

The quantitative comparison between the two methods, including generated power, power extraction percentage (Rate) and THD of the current and voltage is summarized in Table 6. It can be seen that the proposed method generates consistently higher power than the PSO method, and the power extraction rate is also higher, notably 95.7% under the most serious shading pattern of Case 4. The method also shows lower THD according to the measured current, indicating the best waveform performance. From Figure 8 and Table 6 it is obvious that the proposed algorithm is superior in convergence accuracy under different partial shading patterns. The method can reduce the energy loss and significantly increase the output power.

6 Conclusions

This paper described a PV system with multiple chained PV-converter modules, and an H-bridge terminal inverter for grid connection. The example presented gives seven-level AC output. This structure
allows independent control of panels according to their light conditions. A new maximum power point search algorithm, named TSPSOEM, has been proposed. Applying this to the chained PV-converter configuration and combining with a permutation PWM algorithm, the system exploits the variable converter ratios and reduces the effect of differential shading, both between panels and across panels. The new MPPT algorithm is an improved PSO algorithm. Its two main features are: i) having an extended memory for optimal power searching, i.e. the search result from last iteration is used to adjust the current result, hence improving the search stability and increasing accuracy; ii) Applying the grouping idea of SFLA, hence speed up the convergence rate. TSPSOEM has been shown to search for the MPPs quickly and accurately and can reduce the voltage and current harmonics. The performance of the proposed algorithm has been compared to that of the conventional P&O and PSO schemes when controlling the chained PV-converter system under the same shading conditions. The new algorithm has shown extracting persistently higher power from the PV panels than its two counterparts in both static and variable shading condition. The maximum power extraction rate can reach a high 95.7%.
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Appendix

Parameters of the Fitness Function used in the proposed MPPT method:

$I_{sc}$, $I_{shunt}$, and $V_{out}$ are expressed in eqs. (24-26) as follow:

$$I_{sc} = \left\{I_{scr} + k_i (T_c - T_r)\right\} * G$$

(24)
\[ I_{shunt} = \frac{V_j}{R_p} \left\{ 1 + a \left( 1 - \frac{V_j}{V_{br}} \right)^{-m} \right\} \]  \hspace{1cm} (25)

\[ V_{out} = V_j + R_s I_c \]  \hspace{1cm} (26)

Diode ideality factor (A): 1.72;

Electron charge (q): 1.609×10^{-19}C;

Cell absolute temperature (T_c): T_c=T+273+0.2*G;

Fixed cell series resistance (R_s): 5e-5Ω;

Fixed cell parallel resistance (R_p): 5e5Ω;

Temperature coefficient of the short-circuit current (k_i): 1.380658e-23A;

Reference temperature (T_r): 301.18 K°;

Short-circuit current (I_{scr}): 3.3A;

Reverse saturation current (I_o): 19.9693e-6A;

Junction breakdown voltage (V_{br}): -4.0V;

Fraction of ohmic current (a): 0.1;

Avalanche breakdown exponent (m): 3.7.
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Tables:

<table>
<thead>
<tr>
<th>Table 1</th>
<th>PV system parameters used in simulations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Symbol</td>
<td>Parameter</td>
</tr>
<tr>
<td>$P_{mpp}$</td>
<td>Maximum power of one PV module</td>
</tr>
<tr>
<td>$C_{pv}$</td>
<td>PV source terminal capacitor</td>
</tr>
<tr>
<td>$V_{oc}$</td>
<td>Open circuit voltage</td>
</tr>
<tr>
<td>$I_{sc}$</td>
<td>Short circuit current</td>
</tr>
<tr>
<td>$L_1, L_2$</td>
<td>inductance</td>
</tr>
<tr>
<td>$R_1, R_2$</td>
<td>resistance</td>
</tr>
<tr>
<td>$e_v$</td>
<td>P&amp;O tracking step size</td>
</tr>
<tr>
<td>$M_f$</td>
<td>Frequency modulation index</td>
</tr>
<tr>
<td>$f$</td>
<td>AC output frequency</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method</th>
<th>$c_1$</th>
<th>$c_2$</th>
<th>$\omega$</th>
<th>Gene.</th>
<th>$S$</th>
<th>$M$</th>
<th>$\xi_1$</th>
<th>$\xi_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSO</td>
<td>0.6</td>
<td>0.8</td>
<td>0.9</td>
<td>3</td>
<td>12</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>TSPSOEM</td>
<td>0.6</td>
<td>0.8</td>
<td>self-adaption ($\omega_{max}=0.9, \omega_{min}=0.4$)</td>
<td>3</td>
<td>12</td>
<td>3</td>
<td>0.5</td>
<td>0.5</td>
</tr>
</tbody>
</table>
Table 3 Different Irradiance level in two cases

<table>
<thead>
<tr>
<th>Case</th>
<th>T=20°C</th>
<th>G₁ (W/m²)</th>
<th>G₂ (W/m²)</th>
<th>G₃ (W/m²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
<td>1000</td>
<td>700</td>
<td>400</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td>1000</td>
<td>800</td>
<td>400</td>
</tr>
</tbody>
</table>

Table 4 Summary of simulated results under different partial shading conditions

<table>
<thead>
<tr>
<th>Case</th>
<th>Pᵥp(W)</th>
<th>P&amp;O algorithm</th>
<th>PSO algorithm</th>
<th>Proposed algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Power (W)</td>
<td>Rate (%)</td>
<td>THD (%)</td>
</tr>
<tr>
<td>1</td>
<td>64.4</td>
<td>60.3</td>
<td>93.6</td>
<td>39.16</td>
</tr>
<tr>
<td>2</td>
<td>64.8</td>
<td>60.4</td>
<td>93.2</td>
<td>45.33</td>
</tr>
</tbody>
</table>

*Rate = actual power as percentage of theoretical maximum Pᵥp.

*SR = success rate of tracking the maximum power point (Pᵥpₘₐₓ).

Table 5 Variation value of each case of irradiance and phase angle

<table>
<thead>
<tr>
<th>Case</th>
<th>T=20°C</th>
<th>G₁ (W/m²)</th>
<th>G₂ (W/m²)</th>
<th>G₃ (W/m²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
<td>1000</td>
<td>1000</td>
<td>1000</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td>900</td>
<td>400</td>
<td>700</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td>1000</td>
<td>1000</td>
<td>1000</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td>900</td>
<td>700</td>
<td>500</td>
</tr>
</tbody>
</table>

Table 6 Summary of output results with two methods under fast variations of shading patterns

<table>
<thead>
<tr>
<th>Case</th>
<th>Pᵥp (W)</th>
<th>PSO method</th>
<th>TSPSOEM method</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Power(W)</td>
<td>Rate(%)</td>
<td>THDᵥp (%)</td>
</tr>
<tr>
<td>1</td>
<td>120.50</td>
<td>104.21</td>
<td>86.5</td>
</tr>
<tr>
<td>2</td>
<td>67.53</td>
<td>60.95</td>
<td>90.3</td>
</tr>
<tr>
<td>3</td>
<td>88.06</td>
<td>78.10</td>
<td>88.7</td>
</tr>
<tr>
<td>4</td>
<td>58.57</td>
<td>53.92</td>
<td>92.1</td>
</tr>
</tbody>
</table>

Figures:
Figure 1 Examples of the P-V characteristics curves of a PV array composed of series-connects PV modules for the different irradiations.

Figure 2 Structure of the grid-connected PV system with seven-level DC-link converter and the proposed MPPT method.
Figure 3 Flowchart of the PV permutation algorithm for seven-level inverter

Figure 4 Flowchart of the proposed MPPT method
Figure 5 Measured P-V curves of one PV panel (source) under different partial shading patterns

Figure 6 Output voltage and current waveforms of seven-level converter measured under the control by P&O method (column 1), the traditional PSO method (column 2) and the proposed algorithm (column 3), and output power curves of three methods (column 4), including sum of maximum power values found from the three sources ($P_{PVT}$) (red line), the proposed method (pink line), the PSO method (blue line) and the P&O method (green line)
Figure 7: Current from PV system and grid voltage under unity power factor control by the proposed method in Case 2.

Figure 8: Output power curves of the two methods under fast transient variations of shading patterns.
Highlights:

1. Grid-connected modular PV-converter system is presented.
2. A novel hybrid DMPPT algorithm for PV-converter PV system is proposed.
3. A PWM algorithm with permutation of PV sources is introduced.
4. The PV system is simulated for various conditions and results are analyzed.
5. The proposed algorithm is more accurate under fast changing weather conditions.