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Abstract 

Graphs show promise for improving communications about different types of risks, 

including health risks, financial risks, and climate risks. However, graph designs that are 

effective at meeting one important risk communication goal (promoting risk-avoidant 

behaviors) can at the same time compromise another key goal (improving risk 

understanding). We developed and tested simple bar graphs aimed at accomplishing these 

two goals simultaneously. We manipulated two design features in graphs, namely whether 

graphs depicted the number of people affected by a risk and those at risk of harm 

(‘foreground+background’) vs. only those affected (‘foreground-only’), and the presence vs. 

absence of simple numerical labels above bars. Foreground-only displays were associated 

with larger risk perceptions and risk-avoidant behavior (i.e., willingness to take a drug for 

heart attack prevention) than foreground+background displays, regardless of the presence of 

labels. Foreground-only graphs also hindered risk understanding when labels were not 

present. However, the presence of labels significantly improved understanding, eliminating 

the detrimental effect of foreground-only displays. Labels also led to more positive user 

evaluations of the graphs, but did not affect risk-avoidant behavior. Using process modelling 

we identified mediators (risk perceptions, understanding, user evaluations) that explained the 

effect of display type on risk-avoidant behavior. Our findings contribute new evidence to the 

graph design literature: Unlike what was previously feared, we demonstrate that it is possible 

to design foreground-only graphs that promote intentions for behavior change without a 

detrimental effect on risk understanding. Implications for the design of graphical risk 

communications and decision support are discussed.  

Keywords: Graph design, medical decision making, risk communication 
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1. INTRODUCTION 

In today’s information age, people are regulary faced with risk information, including in 

medical results, commercial advertisements, and the news. For example, an accurate 

understanding of information about the risks and benefits associated with different medical 

treatments, screenings, or lifestyle choices is essential for informed medical decision 

making.(1) Graphical displays can represent risk information in accessible ways, often helping 

to overcome widespread difficulties in understanding risks and probabilities (e.g., (2–4)). 

Graphs also constitute effective tools for reducing common judgment biases,(5) changing 

attitudes,(6) and promoting risk-avoidant behaviors.(7,8) Accordingly, graphs are increasingly 

being used and recommended as “best practices” for communicating information about 

people’s well-being, such as health risks,(1,9,10) financial risks,(11,12) and climate hazards.(13,14) 

However, one serious issue has not yet been addressed: graph designs that are effective at 

meeting one important risk communication goal can at the same time compromise another 

key goal. Specifically, graph designs that are effective at improving risk understanding are 

not well suited to promote risk-avoidant behaviors. This can be an issue in situations in which 

a key goal of risk communications is to induce people to be more risk averse, e.g., 

communications designed to motivate people to stop smoking, drive more safely, do more 

physical exercise, or take steps to prevent sexually transmitted diseases. Conversely, graph 

designs that are effective at promoting risk-avoidant behaviors can undermine people’s risk 

understanding by making the risks appear larger than they really are, thus hindering people’s 

ability to make informed decisions about their own health.  

The existence of a conflict between the goals of increasing risk understanding and 

promoting risk-avoidant behaviors has been pointed out by several authors.(9,15–17) However, 

to date, no resolution to this conflict has been found. As noted by Stone et al.,(16) this can pose 

a problem for risk communicators who aim to achieve both communication goals 
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simultaneously. In the present work we developed and tested simple graph design features 

aimed at simultaneously accomplishing the goals of promoting risk understanding and risk-

avoidant behavior. We also aimed to shed light on the mechanisms underlying any effects of 

graph design features on risk avoidance. To achieve these aims, we built on the literature on 

graphical risk communication by considering insights from the cognitive science of graph 

comprehension.  

1.1 Foreground+background vs. foreground-only graphical displays 

Displays that depict both the number of people affected by a risk (the numerator of the 

risk ratio, i.e., the foreground) and the number of people at risk of harm (the denominator of 

the risk ratio, i.e., the background) are commonly referred to as ‘foreground+background’ 

graphs.(15,16,18) A common example is stacked bar graphs, in which different segments 

represent the number of people affected vs. not affected by a risk. Other examples include 

icon arrays, where icons of different colors represent those affected and not affected by the 

risk (e.g., with black vs. white icons, respectively), and pie charts. In contrast, ‘foreground-

only’ graphs only depict the number of people affected by a risk. Examples include simple 

bar graphs representing only those affected by the risk, as well as icon displays where the 

icons only depict the affected individuals. 

There is increasing evidence that foreground+background graphical displays are effective 

for improving risk understanding, thus facilitating informed decision making (e.g.,(4,5,19–22)). 

To illustrate, Garcia-Retamero and Galesic(19) found that people’s understanding of the extent 

to which a new drug reduced the risk of suffering a stroke or heart attack significantly 

improved with foreground+background graphs (including icon arrays and bar graphs) as 

compared to numerical information. Foreground+background graphs depict part-to-whole 

relationships visually. This can help one to disentangle classes that are overlapping in ratios 

and to bring attention to denominators, which may otherwise be neglected.(5,9,23,24) 
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On the other hand, communicators often aim to promote risk-avoidant behavior. Yet, 

foreground+background graphs typically result in decreased risk perceptions relative to 

numerical information, which in turn leads to lower willingness to implement risk-avoidant 

behavior.(3,18,22) For example, Stone et al.(18) found that participants who received 

foreground+background graphs in the form of stacked bar charts depicting the reduction in 

the risk of gum disease associated with a new toothpaste perceived less risk and were less 

willing to purchase the toothpaste, as compared to those who received the same information 

in a purely numerical format. 

Thus, one concern with the use of foreground+background graphical displays is that 

they may lead people to dismiss low-probability events, even when public health experts 

recommend that people take them seriously and implement risk-avoidant behaviors.(16,25) One 

solution to this problem is to use a foreground-only graphical display to alter the salience of 

the foreground relative to the background, shifting people’s attention to the number of people 

affected by the risk. When risk magnitudes are small, the focus on affected individuals can 

lead to increased risk perceptions, resulting in increased risk avoidance.(16,18) A considerable 

amount of work supports this supposition.(7,8,15,16,18,26,27) For example, in the study by Stone et 

al.,(18) participants presented with foreground-only graphs perceived the risk reduction 

associated with the toothpaste as larger and were more willing to purchase it than were those 

presented with foreground+background graphs or a purely numerical display.  

Unfortunately, other work suggests that foreground-only graphs decrease risk 

understanding in comparison to foreground+background graphs,(16,19) and in some cases even 

in comparison to a purely numerical display.(15,27) The finding that foreground-only graphs 

negatively affect people’s ability to understand relevant risks raises important questions 

concerning the ethical desirability of such graphs. Thus, it is important to identify suitable 
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design features that can be added to such graphs in order to avoid potentially harmful 

misunderstandings of risks. 

1.2 Processes involved in graph comprehension and the role of numerical labels 

Cognitive models of graph comprehension have identified different perceptual and 

cognitive processes that people use to extract information from displays such as bar charts, as 

well as principles to facilitate such processes.(28–33) A key process for accurate graph 

interpretations is the so-called ‘integration phase,’ which involves inferring information from 

conventional features in graphs (e.g., axes labels, numerical values on scales, legends, or 

titles) and integrating this information with that inferred from the visual pattern.(29–33) 

Unfortunately, there is increasing evidence that people often fail to incorporate information 

from such conventional features in their interpretations.(34–36) Eye-tracking data suggest that 

one of the reasons for this failure is that people do not allocate sufficient attention to such 

features.(36)  

In foreground-only graphs, information about the number of people at risk is generally 

provided in features such as graph titles (e.g.,(18)), legends (e.g.,(16)), or accompanying textual 

information (e.g.,(19,37)). The fact that people often fail to attend sufficiently to these features 

may contribute to the detrimental effect of foreground-only graphs on risk understanding. 

Taking this into account, we designed simple numerical labels aimed at facilitating 

integration processes and helping people to build an accurate representation of the risk 

information, regardless of the presence of background information in graphs. The labels 

contained information about both the foreground and the background (i.e., the number of 

people who suffered a heart attack and the number of people at risk, respectively) and were 

positioned immediately above bars in graphs. The positioning of the labels aimed to 

capitalize on the Gestalt principle of proximity, which suggests that the relative distance of 

elements to one another determines how these are grouped.(38) Indeed, graphs that make an 
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appropriate use of Gestalt principles of perceptual organization have been shown to facilitate 

the processes of relating visual patterns to variables and their values.(28,30,32,34,39,40) 

1.3 Overview of the present experiment 

The main goal of the present study was to test the effectiveness of different graph 

design features to promote risk understanding as well as risk-avoidant behavior. To this end, 

we presented participants with graphical information concerning the effectiveness of a 

hypothetical drug to reduce the risk of suffering a heart attack. We assessed their willingness 

to take the drug (i.e., risk avoidance) and understanding of the information presented. We 

also assessed their risk perceptions and evaluations of the graphs. We manipulated two design 

features in graphs, namely (1) display type (i.e., foreground-only vs. 

foreground+background), and (2) the presence vs. absence of labels, which displayed the 

number of people who suffered a heart attack and the total number of people at risk (see 

Figure 1).  

We investigated five research questions concerning the effect of display type and 

labels, outlined below: 

(1) Does the use of a foreground-only display increase willingness to take the drug, and does 

this advantage remain when labels are added? In line with previous research,(16,18,26) we 

expected that foreground-only graphs would lead to greater willingness to take the drug 

than foreground+background displays. We expected that this would be the case regardless 

of the presence of labels, because labels do not alter the visual salience of the foreground 

relative to the background.(18) 

(2)  Does the use of a foreground-only display increase risk perceptions, and does this 

tendency remain when labels are added? We expected that foreground-only graphs would 

also increase risk perceptions independently of labels, in line with our rationale for 

willingness to take the drug. As noted earlier, foreground-only graphs displays can shift 
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people’s attention to the number of people affected by the risk, leading to increased risk 

perceptions.(7,8,15,16,18,26,27) 

(3) Does the use of a foreground-only display decrease risk understanding, and does this 

problem go away when adding labels? In keeping with previous research,(15,19) we 

expected that foreground-only displays would be associated with worse risk 

understanding than foreground+background displays in the absence of labels. In contrast, 

we predicted that differences in risk understanding associated with the type of display 

should be reduced or eliminated for graphs containing labels, as these should facilitate 

graph processing and risk understanding.  

(4) What are the effects of display type and presence of labels on user evaluations of the 

graphs? Assessing user evaluations is relevant because people may not be motivated to 

attend to, or take actions regarding, graphs that they dislike.(9,16,37) We did not have 

specific hypotheses concerning user evaluations, as there are no clear a priori reasons to 

predict that the design features manipulated should lead to more positive vs. negative 

evaluations. 

(5) What are the mechanisms underlying any effects of display type and presence of labels on 

willingness to take the drug? To address this question we used process modelling testing 

risk perceptions, risk understanding, and user evaluations as mediators of the link 

between graph design features and willingness to take the drug. We built on recent work 

by Stone et al. showing that these factors can account for display type effects on risk 

avoidance.(16) 

Finally, an additional goal of the present work was to examine whether individual 

differences in numeracy (i.e., the ability to understand and manipulate different numerical 

expressions of probability,(41,42)) might moderate any effects of numerical labels. People with 

lower numeracy tend to be less capable of using numerical information when forming their 
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perceptions of risks and benefits,(43,44) or interpreting health risk information.(45) Accordingly, 

it is possible that any beneficial effect of numerical labels on risk understanding might hold 

only for more numerate individuals. 

2. METHOD 

2.1. Participants 

Participants were recruited via Amazon’s Mechanical Turk (www.mturk.com), which 

provides access to a paid internet participant panel that has been widely used for behavioral 

decision-making research.(46,47) The task was available only to individuals who had an 

acceptance rate greater than or equal to 95% in previous Human Intelligence Tasks (HITs) on 

Mechanical Turk, following recommendations to ensure high quality data.(48) A total of 1,119 

United States residents completed the study. Three participants were removed from 

subsequent analyses based on a-priori criteria to exclude participants who did not complete 

the survey in one sitting. The final sample included 1,116 participants. Table I includes the 

demographic characteristics of the participants. One participant did not provide demographic 

details.  

<Insert Table I about here> 

2.2. Materials and design 

2.2.1. Medical risk reduction scenario  

Participants were asked to imagine that they had symptoms of heart disease and that 

without taking medication they could have a heart attack. They were further asked to imagine 

that their risk of having a heart attack would be reduced by taking medication X. Participants 

then read about a study involving patients with symptoms of heart disease, in which a group 

of 500 patients had not taken medication X, and another group of 500 patients had taken 

medication X. The number of patients who had a heart attack in each of the groups was 

displayed in a bar graph immediately below the introductory text. The bar graph was 
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presented in one of four different formats, as described below. In all cases, the treatment was 

associated with a 50% relative risk reduction (from 40 affected patients in 500 to 20 affected 

patients in 500, i.e., a reduction from 8% to 4%). Appendix A includes screenshots of the 

information viewed by participants in all conditions. 

2.2.2. Graphical displays 

We manipulated two design features in our bar graphs, namely (1) whether the display 

type presented a foreground-only vs. foreground+background graph, and (2) whether 

numerical labels accompanied the bars or not (see Figure 1). In foreground+background 

graphs, the maximum value on the y-axis scale was the total number of people at risk of a 

heart attack in each of the groups, such that the y-axis scale ranged from 0 to 500 and 

increased in increments of 20 (see Figures 1a and 1c). In foreground-only graphs the y-axis 

scale ranged from 0 to 48 and increased in increments of 2 (see Figures 1b and 1d). In 

conditions with numerical labels, the labels were displayed immediately above the bars and 

contained information concerning both the foreground and the background (see Figures 1c 

and 1d). Such labels were not included in conditions without labels (see Figures 1a and 1b). 

As noted earlier, the introductory text presented above the graphs contained information 

about the background in all cases (see Appendix A). 

<Insert Figure 1 about here> 

2.2.3. Measurement of numeracy 

We administered the three numeracy items developed by Schwartz et al.(49) and the 

four items from the Berlin Numeracy Test,(50) following recommendations for Mechanical 

Turk samples.(50) For each participant, a composite numeracy score reflected the total number 

of correct responses across these items (see (51) for a similar procedure). Table I provides 

details on the scores obtained by participants. 
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2.3. Outcome measures 

Appendix B includes all questions corresponding to each of the outcome measures, 

which are described below. Results for all individual items are provided in the online 

Supplementary Materials. 

2.3.1. Willingness to take the drug 

Participants were asked to imagine that the cost of taking medication X would be 

covered by their insurance and that no other medications were available in the market. 

Participants then indicated the chance that they would take medication X if it had no side 

effects, as well as if it had nine different types of side effects, ranging in severity (e.g., 

stomach cramps, heartburn, gastrointestinal bleeding). An example item is: “What is the 

chance that you would take medication X if the only common side effect of the medication 

was stomach cramps?” In all cases, participants gave their response on a scale from 1 to 7, 

where 1 represented “definitely would not” and 7 represented “definitely would.” Responses 

to the ten items were combined by computing the average score across items (Cronbach’s 

alpha = .91).  

2.3.2. Risk perceptions 

Risk perceptions were assessed with five items adapted from previous research(18,22) 

and evaluated participants’ opinions concerning the magnitude of the risk of having a heart 

attack, and of the reduction in the risk achieved by the medicine. Specifically, the first two 

items assessed the perceived decrease in the risk of having a heart attack resulting from 

taking medication X (“In your opinion, the decrease in the risk of having a heart attack 

resulting from taking medication X is…”) and the perceived risk reduction significance 

(“Please indicate how significant you believe the reduction of the risk is when going from 

taking no medication to taking medication X”), based on Stone et al.(18) The third item asked 

participants to indicate how helpful they thought the treatment was in reducing the risk of 
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having a heart attack, based on Galesic et al.(22) Finally, the fourth and fifth items asked 

participants to indicate what they thought was the risk of having a heart attack without 

medication X and with medication X, respectively (see Appendix B, for more details). The 

response scale for all items ranged from 1 to 7. The five items were averaged to produce an 

overall measure of perceived risk (Cronbach’s alpha = .78).1  

2.3.3. Risk understanding 

We used eight items to evaluate the accuracy of people’s risk understanding, 

including the accuracy of recall of the risk information presented, and of inferences or 

operations made on the basis of this information (see(15,20,23)). The first two items assessed 

whether participants could accurately state the number of people who had suffered a heart 

attack in the group of people who did not take medication X and in the group of people who 

took medication X, respectively. Thus, these two items assessed participants’ recall of the 

foreground information, independently of the background. The third and fourth items asked 

participants to indicate how many of 1,000 patients who have symptoms of heart disease 

would have a heart attack if they do not take the medication and if they take the medication, 

respectively. Thus, these items assessed participants’ ability to infer what the foreground 

would be for a different background. 

The fifth and sixth items were based on work by Cuite et al.(52) and evaluated 

participants’ ability to perform mathematical operations on the presented risk information. 

The first of these items asked participants to imagine that there was an alternative medication 

available, and that 30 out of 1,000 patients who took this medication had a heart attack. 

Participants then indicated whether they thought medication X or the alternative was more 

effective. The second item asked participants to indicate how many of 1,000 patients would 

have a heart attack if an improved version of medication X cut the risk of heart attack in half. 

Finally, the seventh and eighth items were multiple choice questions adapted from Stone et 
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al.’s approach of presenting a range of options to better capture the gist of people’s 

knowledge.(15) Participants indicated how many of 1,000 people would have a heart attack if 

they did not take the drug vs. if they took the drug by selecting one of the following options: 

“a. 0”; “b. 10-20 people”; “c. 30-60 people”; “d. 70-100 people”; “e. more than 100 people”. 

Responses to all items were scored for accuracy (1=correct; 0=incorrect). We computed a 

total risk understanding score for each participant, out of a total of 8 (Cronbach’s alpha = 

.86).2 

2.3.4. User evaluations 

Participants rated how well they understood the information represented in the graph, 

how much they liked the way the graph was designed, how much they would trust 

information represented in a graph like the one they viewed, and how helpful the graph was 

for deciding about whether or not to take medication X (see (37) for a similar procedure). The 

response scale for these evaluation questions ranged from 1 to 7. Items were averaged to 

produce an overall measure of user evaluations (Cronbach’s alpha = .84). 

2.4. Procedure 

The online study was hosted on the web survey platform Unipark (www.unipark.de). 

Participants read an online informed consent form before proceeding to the study. 

Subsequently, they were presented with the medical scenario. They were then randomly 

assigned to one of our four bar graph displays (Figure 1) and answered items corresponding 

to the different outcome measures, in the following order: willingness to take the drug, risk 

perceptions, risk understanding, user evaluations, and numeracy.3 Willingness to take the 

drug and risk perceptions were assessed one item at a time, while the graph remained visible 

(see Appendix A). As in previous research,(15,16) items assessing risk understanding and user 

evaluations were displayed on separate screens, with the graph no longer visible. Doing so 

prevented participants from just copying answers to the risk understanding questions directly 



DESIGNING GRAPHS 14 
 

from the bar-graph displays, in items where this was possible (e.g., the first and second 

understanding items described above). Finally, participants completed basic demographic 

questions (gender, age, educational level, occupation, nationality, and mother tongue). Time 

to read the scenario and to answer all questions was unlimited.4 The study was approved by 

the Research Ethics Committee of the University of Leeds. 

2.5. Data analyses overview 

 To examine our research questions concerning the effects of display type and the 

presence of labels on participants’ willingness to take the drug, risk perceptions, risk 

understanding, and user evaluations, we conducted analyses of variance (ANOVAs) on each 

of these outcome measures, including display type (foreground-only vs. 

foreground+background) and numerical labels (absent vs. present) as factors. Numeracy 

scores were included in all ANOVAs to examine whether individual differences in this skill 

moderated any effects of numerical labels. All models included main effects of numeracy as 

well as two-way and three-way interactions involving numeracy.5 

Finally, to examine our research question concerning the mechanisms underlying effects 

of graph design features on willingness to take the drug, we conducted conditional process 

analyses using the PROCESS macro for SPSS.(56) As noted earlier, we tested the indirect 

effects of graph design features on participants’ willingness to take the drug via risk 

perceptions, risk understanding, and user evaluations, building on recent process modeling 

work by Stone et al.(16) We used a bias corrected bootstrap procedure based on 5,000 samples, 

and an indirect effect was considered significant if the 95% confidence interval excluded 0. 
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3. RESULTS   

3.1. Does the use of a foreground-only display increase willingness to take the drug, and 

does this advantage remain when labels are added? 

 As expected, participants presented with foreground-only graphs expressed a greater 

willingness to take the drug, as compared to those presented with foreground+background 

graphs, F (1, 1108) = 9.46, p = .002, p
2 = .01 (Table II ). In addition, higher numeracy scores 

were associated with a greater willingness to take the drug, F (1, 1108) = 8.10, p = .005, p
2 = 

.01. All other effects were not statistically significant (Fs < 1.7, ps > .20), implying that, as 

expected, the presence of labels did not affect willingness to take the drug. 

<Insert Table II about here> 

3.2. Does the use of a foreground-only display increase risk perceptions, and does this 

tendency remain when labels are added? 

As expected, risk perceptions were higher in the foreground-only conditions than in 

the foreground+background conditions, F (1, 1108) = 55.53, p < .001, p
2 = .05. 

Additionally, risk perceptions were generally lower when labels were present than when they 

were absent, F (1, 1108) = 33.48, p < .001, p
2 = .03. There was also an interaction between 

display type and presence of labels, F (1, 1108) = 5.55, p = .02, p
2 = .01. The difference in 

risk perceptions between foreground-only and foreground+background graphs was smaller 

for graphs with labels than for graphs without labels, but remained significant in both cases (p 

= .001, d = .29, and p < .001, d = .59, respectively), as can be seen in Table II . 

Finally, the ANOVA also revealed a main effect of numeracy whereby the more 

numerate provided lower risk perceptions, F (1, 1108) = 24.86, p < .001, p
2 = .02. All other 

effects were not significant (Fs < 2.3, ps > .13). 
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3.3. Does the use of a foreground-only display decrease risk understanding, and does 

this problem go away when adding labels? 

 Overall, foreground+background displays were associated with better risk 

understanding than foreground-only displays, F (1, 1108) = 12.24, p < .001, p
2 = .01. In 

addition, the presence of labels improved risk understanding, F (1, 1108) = 157.43, p < .001, 

p
2 = .12. Most importantly, there was an interaction between display type and presence of 

labels, F (1, 1108) = 4.81, p = .03, p
2 = .004. Simple effect tests showed that the difference 

in risk understanding between foreground-only and foreground+background graphs occurred 

when graphs did not contain labels (p < .001, d = .32) but not when graphs contained labels 

(p = .70, d = .04), as can be seen in Table II. These results support our predictions, suggesting 

that the detrimental effect of foreground-only displays on risk understanding was eliminated 

when graphs contained simple numerical labels.  

Analyses also revealed a main effect of numeracy whereby higher numeracy was 

associated with better risk understanding, F (1, 1108) = 203.12, p < .001, p
2 = .16, and an 

interaction between numeracy and labels, F (1, 1108) = 9.85, p = .002, p
2 = .01. 

Interestingly, the beneficial effect of labels was stronger among less numerate individuals. 

The conditional effect of labels on understanding for such individuals (i.e., mean numeracy 

score – 1 SD) was 2.10 (p < .001), whereas among more numerate ones (i.e., mean score + 1 

SD) it was 1.21 (p < .001). All other effects were not significant (Fs < 1.3, ps > .27). 

3.4. What are the effects of display type and presence of labels on user evaluations of the 

graphs? 

Graphs that included labels received more positive user evaluations than graphs 

without labels, F (1, 1108) = 19.12, p < .001, p
2 = .02 (see Table II). In addition, higher 

numeracy was associated with more positive evaluations of the graphs, F (1, 1108) = 8.85, p 

= .003, p
2 = .01. The ANOVA also revealed an interaction between numeracy, display type, 
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and presence of labels, F (1, 1108) = 4.64, p = .03, p
2 = .004. No other significant effects 

were observed for this outcome measure (Fs < 3.1, ps > .08).6 

3.5. What are the mechanisms underlying effects of display type and presence of labels 

on willingness to take the drug? 

Table II I shows the zero-order correlations among the outcome measures. As can be 

seen, willingness to take the drug showed a moderately strong positive correlation with risk 

perceptions, as well as a moderately weak but significant positive correlation with user 

evaluations. Risk understanding was not correlated with willingness to take the drug. As 

planned, we examined indirect effects of graph design features on willingness to take the 

drug via risk perceptions, risk understanding, and user evaluations. Specifically, we built a 

moderated mediation model with display type as the independent variable, willingness to take 

the drug as the dependent variable, and risk perceptions, risk understanding, and user 

evaluations as mediators. Presence of labels was included as a moderator of the effects of 

display type on each of the mediators tested (see Figure 2). 

<Insert Table II I about here> 

For both the no labels and labels conditions, foreground-only graphs increased risk 

perceptions, which led to an increased willingness to take the drug. This mediation path was 

stronger in the no labels condition (conditional indirect effect = .27, within the 95% 

confidence interval [.19, .36]) than in the labels condition (13, [.06, .21]), as seen in a 

significant index of moderated mediation .14 [.25, .04]. Yet, as noted earlier there was no 

interaction between display type and labels on willingness to take the drug (see section 3.1). 

Hence, we need to additionally consider the link through risk understanding. When no labels 

were provided, foreground-only displays reduced understanding (see Figure 2). At the same 

time, understanding was positively associated with willingness to take the drug, and thus the 

conditional indirect effect of understanding in the no labels condition was to decrease 
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willingness to take the drug (.02, [.06,  .01]). However, when labels were provided, 

display type no longer affected understanding, and thus there was no indirect effect on 

willingness to take the drug via understanding (.003, [.02, .01]). Accordingly, the indirect 

effect via risk understanding was also moderated by labels (index of moderated mediation = 

.02 [.004, .06]). 

Thus, foreground-only displays consistently increased willingness to take the drug 

regardless of whether labels were provided, albeit for different reasons. When labels were not 

provided, such displays significantly increased risk perceptions, which in turn increased 

willingness to take the drug; however, this effect was tempored by a decrease in risk 

understanding. When labels were provided, there was a significant but smaller effect via risk 

perceptions, but this effect was no longer tempored by a decrease in risk understanding. 

Finally, there was no effect of type of display on willingness to take the drug via user 

evaluations, both for conditions with and without labels.  

<Insert Figure 2 about here> 

Next, we built another model that was identical to the previous one, with the 

exception that presence of labels was included as the independent variable, and display type 

was included as the moderator. As can be seen in Figure 3, there were multiple significant 

links with labels despite the lack of a main effect of labels on willingness to take the drug. 

Specifically, both user evaluations and risk understanding were positively related to 

willingness to take the drug, and labels increased both of them. The conditional indirect 

effects via evaluations were 04, [.01, .08] for foreground-only displays and .03, [.01, .07] for 

foreground+background displays, whereas for risk understanding these were .05, [.0003, .10] 

for foreground-only displays, and .03, [.001, .07] for foreground+background displays. In 

contrast, labels reduced risk perceptions, leading to a lower willingness to take the drug. This 

indirect effect was significant for both types of displays but larger for foreground-only 
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displays than for foreground+background displays (.23, [..31, .15] and .08, [..16, 

.003], respectively). The existence of indirect effects with opposite signs combined with the 

absence of a significant direct effect on willingness to take the drug (see Figure 3) can 

explain why labels did not affect this outcome. 

<Insert Figure 3 about here> 

4. DISCUSSION 

 In the current work, we built on the graph design literature with the aim of developing 

a graphical display that could both improve risk understanding and promote behavior change, 

rather than accomplishing only one of those two goals, as has been the case with previous 

displays. Building on previous research(16,18,26) and in line with our hypotheses, we found that 

foreground-only graphs were associated with larger risk perceptions and willingness to take a 

hypothetical drug for heart attack prevention, as compared to foreground+background graphs. 

Foreground-only displays also resulted in worse risk understanding than 

foreground+background displays, when graphs did not contain labels. However, our study 

also provided new evidence that the inclusion of simple numerical labels on top of bars 

significantly increased risk understanding, eliminating the differences in understanding linked 

to the type of display. Thus, our findings show that, unlike what was previously feared, (9,15–

17) it is possible to design foreground-only graphs that promote intentions for behavior change 

without a detrimental effect on risk understanding.  

4.1. Implications for the design of graphical risk communications 

 Our results are the first to suggest that risk communicators who wish to promote risk-

avoidant behaviors without hindering people’s risk understanding may consider the use of 

foreground-only graphs including numerical labels. These labels should be placed next to the 

bars to capitalize on Gestalt principles of perceptual organization and facilitate integration 

processes.(28,34,40) Foreground-only displays with labels can encourage people to take steps to 
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reduce risks that threaten their well-being, without limiting their ability to make informed 

decisions based on an accurate risk understanding. Moreover, we found that graphs with 

labels were associated with more positive user evaluations, suggesting that this simple design 

feature is not only useful in improving risk understanding, but also contributes to a positive 

user experience.  

Importantly, our findings indicate that the effectiveness of simple numerical labels is 

not confined to people who are more skilled with numbers. In our study the beneficial effect 

of numerical labels was in fact stronger among less numerate participants than among more 

numerate ones. This unexpected result can be interpreted in the light of previous work 

showing that lower numeracy is associated with a larger susceptibility to framing and 

formatting effects (e.g., whether numerical information is presented in a frequency or a 

percentage format (57)).7 

Our findings also have implications for the development of principles of effective 

graph design. A key principle put forward by Edward Tufte(58) in his theory of graphic design 

states that graphs should maximize the ‘data-ink ratio’ (i.e., the proportion of a graph’s ink 

devoted to the non-redundant display of data-information). According to Tufte, one way to 

accomplish this is to eliminate redundant data-ink (e.g., depicting a given value through the 

height of bars, the height of the shading in bars, the position of the top horizontal lines, as 

well as a number placed above bars, all of which would be regarded as redundant design 

features). However, our results suggest that the inclusion of redundant elements in graphs 

(e.g., simple numerical labels containing values that can also be inferred by checking the y-

axis) may in some cases confer benefits and improve risk understanding. Thus, maximizing 

the data-ink ratio should not necessarily be the ultimate goal when designing graphs (for 

similar arguments, see(59)). The inclusion of some redundant elements may be particularly 

useful for drawing attention to information that people do not always focus on, such as axes 
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scales.(36) More generally, our findings converge with recent work showing that insights from 

the literature on the cognitive science of graph comprehension can help to improve graphical 

risk communications.(21) 

4.2. Mechanisms underlying effects of graph design features 

The current work also sheds light on the mechanisms underlying effects of graph 

design features on behavioral intentions. Foreground-only displays led to larger risk 

perceptions, which in turn resulted in a greater willingness to take the drug. This finding is 

consistent with foreground:background salience theory,(18) which suggests that one of the key 

ways by which graphs influence decision making is through risk perceptions (see also(16,27)). 

More specifically, this theory suggests that foreground-only graphs are more effective at 

promoting risk-avoidant behaviors because they call attention to the number of people who 

are affected, and away from the number of people at risk. It is likely that participants in 

foreground-only conditions in our study focused to a larger extent on the number of people 

who suffered a heart attack and to a lesser extent on the total number of people at risk, as 

compared to those in foreground+background conditions. It is also plausible that participants 

used the size of bars as a cue for risk magnitude judgments,(23, 35) leading to larger risk 

perceptions in conditions with larger bars (i.e., foreground-only displays). Indeed, people’s 

perceptions of numerical magnitude can be determined by physical features of graphs 

including the size of graph elements and the distance between them. For example, distances 

between two data points along an axis can determine the perceived numerical difference 

between them.(60,61) More generally, the physical distance between two elements on a plane 

(e.g., two numbers representing the original price of an item and its discounted price) can 

determine perceptions of relative numerical difference (e.g., the perceived magnitude of the 

discount(62)). 



DESIGNING GRAPHS 22 
 

Our results also point to an additional pathway underlying the effect of display type 

on behavioral intentions, namely an effect via risk understanding. In our study, adding labels 

to graphs reduced risk perceptions in the foreground-only condition, an effect that we had not 

anticipated. Yet, despite this change in risk perceptions, participants’ willingness to take the 

drug was unaffected by labels. The key to understanding why this occurred is seen in our 

process modelling. When controlling for the other variables in the model, risk understanding 

was positively associated with willingness to take the drug. Thus, the improvement in 

understanding in the foreground-only condition due to labels essentially cancelled the 

decrease in risk perceptions, leaving the effect on willingness to take the drug unchanged. 

The effect of graph design on behavioral intentions via risk understanding is not anticipated 

by foreground:background salience theory. Hence, our findings are in agreement with other 

recent research suggesting that foreground:background salience does not provide a sufficient 

explanation of participants’ behavioral intentions,(63) and that future theoretical developments 

should include other determinants of behavior, in this case, risk understanding.  

An interesting question that arises from our work is why the positive (albeit small) 

link between understanding and willingness to take the drug occurred. One possibility is that 

this relationship occurred due to increased self-efficacy (i.e., the perceived belief concerning 

one’s capability to execute a given behavior). Better understanding can result in increased 

self-efficacy, which is known to be a key determinant of health behavior(64,65).8 Moreover, our 

results also revealed a positive link between user evaluations of the graphs and behavioral 

intentions. It is plausible that self-efficacy is enhanced when people are presented with 

communication materials that they like, trust, and perceive to be helpful, resulting in a greater 

willingness to act (see also(16,37)).    

Finally, another interesting question is why labels reduced risk perceptions. Although 

labels should not alter the visual salience of the foreground relative to the background, it is 
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likely that the numerical information provided called attention to both elements, thus 

reducing risk perceptions. The finding that the negative link between labels and risk 

perceptions was stronger for foreground-only graphs than for foreground+background graphs 

supports this interpretation, as the latter type of graphs already displayed both the foreground 

and the background graphically. 

4.3. Limitations and future research 

 As with all studies, the current work has limitations. First, the fact that our study 

involved a sample of Mechanical Turk users suggests some caution regarding immediate 

prescriptive applications of our findings to the entire population. In general, the educational 

attainment level of Mechanical Turk users is higher than that of the US population.(47) 

Moreover, women tend to be overrepresented in US Mechanical Turk samples,(66,67) as also 

reflected in our sample (see Table 1). Additionally, our finding that the beneficial effect of 

numerical labels was weaker among more numerate participants may reflect to some extent a 

ceiling effect limiting the impact of labels among such individuals. Thus, future research 

should test whether findings generalize to more diverse samples. 

 Second, we measured participants’ behavioral intentions in one hypothetical setting. 

Future work should examine whether our findings generalize to actual health behavior, as 

well as to other behaviors that can affect people’s well-being (e.g., financial behavior). 

Finally, the current study involved relatively low probabilities (8% vs. 4%). Depicting the 

background graphically for low-probability risks visually shows that the probability is low, 

thereby reducing perceived risk and risk avoidance.(9,16,18,23,26) However, if the probabilities 

are higher, adding the background will likely not have the same effect, since the probability 

depicted will be larger. Preliminary results support this claim, pointing to key boundary 

conditions of the effects documented here.(68) 
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4.4. Conclusions 

Previous research in graphical risk communication has recognized a tension between 

the goals of improving risk understanding and promoting healthy behaviors. 

Recommendations have therefore focused on addressing each goal separately. Although 

supporting informed decision making about health is undoubtedly an essential risk 

communication goal, promoting risk-averse behaviors can often constitute an important and 

ethically desirable goal in public health. Our findings suggest that interventions designed to 

promote risk avoidance (e.g.,foreground-only graphs displaying the number of people 

affected by a risk) do not necessarily need to come at a cost of reduced risk understanding.  
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Footnotes 

1 The fifth item (which asked about the risk of having a heart attack with medication X) had 

an item-total correlation of .20, and deleting it improved Cronbach’s alpha to .84. The same 

main effects and interactions reported below were found for composite measures of risk 

perceptions excluding vs. including this item. These four-item and five-item composite 

measures were highly correlated (r = .97, p < .001). Here we report results including all five 

items. 

2 The item-total correlation for item 5 (i.e., the item asking participants to compare the 

effectiveness of medication X with that of a different medication) was .25, and deleting it 

improved Cronbach’s alpha to .88. The same main effects and interactions reported below 

were found for composite measures of understanding excluding vs. including this item. These 

seven-item and eight-item composite measures were highly correlated (r = .98, p < .001). 

Here we report results including all eight items. 

3 We also measured participants’ need for cognition (i.e., the tendency for an individual to 

engage in and enjoy thinking(53)), need for cognition for numerical items in particular, using 

an adapted scale developed by the current authors, and graph literacy (i.e., the ability to 

understand graphically presented information(54)). These scales were included between the 

user evaluation items and the numeracy scale. All main effects and interactions reported 

below remained unchanged when need for cognition and graph literacy scores were included 

as covariates in analyses, with the exception of the main effect of numeracy for user 

evaluations, which was no longer statistically significant (p = .27). 

4 The average completion time across the entire study, including all individual differences 

scales, was 25 minutes. Considering recent recommendations for detecting inattention in 

online studies,(55) we computed the 5% trimmed mean completion time (24 min. 51 s.), and 

reran our analyses excluding the participants who completed the study in less than half of this 
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time (n= 45). All main effects and interactions reported below remained unchanged and thus 

all analyses reported include the full sample. 

5 To obtain independent effects, we standardized numeracy scores by converting them to z-

scores prior to computing the interaction terms. Main effects and interactions involving 

numeracy were included as covariates in ANOVAs. 

6 Among low numerate participants, the beneficial effect of labels on evaluations was 

stronger for foreground-only displays, whereas among high numerate participants this effect 

was stronger for foreground+background displays. As we have no theoretical basis for why 

this 3-way interaction occurred and have tested a number of interactions with numeracy 

across the dependent measures, it may just reflect a Type 1 error. 

7 We thank an anonymous reviewer for offering this insight. 

8 Interestingly, there was no zero-order correlation between risk understanding and 

willingness to take the drug (see Table III), but the partial correlation between these variables 

after controlling for risk perceptions was .11 (p < .001). The lack of a zero-order correlation 

may reflect two opposite processes occurring simultaneously. On the one hand, people with 

poor understanding may have reduced self-efficacy, leading to a reduced willingness to take 

the drug. On the other hand, people with poor understanding may view the risk as greater 

than it actually is, leading to increased willingness to take the drug. This possibility would 

explain why the understanding-willingness to take the drug link only becomes significant 

when controlling for risk perceptions. Future research should measure perceived self-efficacy 

to more directly test this possibility. 
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Table I 

Participant characteristics 

 
Participant characteristics  

Gender  
   Male 373 (33.5%) 
   Female 742 (66.5%) 
Age  
   Range 18 – 82  
   Mean 37.3 
   Standard deviation 12.6 
Education  
   High school or less 105 (9.4%) 
   Some college or associate degree 412 (37.0%) 
   Bachelor’s degree 406 (36.4%) 
   Master’s degree or higher 192 (17.2%) 
Occupation  
   High school student 4 (.4%) 
   Apprentice/trainee 5 (.4%) 
   College student 95 (8.5%) 
   Employed 723 (64.8%) 
   Unemployed 225 (20.2%) 
   Retiree 63 (5.7%) 
Nationality  
   US 1095 (98.2%) 
   Other 20 (1.8%) 
English as a first language 1093 (98.0%) 
Numeracy    
   Range 0 – 7 
   Mean 3.3 
   Standard deviation 1.7 
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Table II 

Mean scores for the outcome measures, as a function of presence vs. absence of labels and 

display type (SEM in parentheses).  

 Labels absent Labels present 

 
Foreground-

only 
Foreground+ 
background 

Foreground-
only 

Foreground+ 
background 

Willingness to take drug (1-7) 4.37a (.07) 4.18b (.07) 4.38a (.07) 4.14b (.07) 

Risk perception (1-7) 4.70a (.06) 4.11b (.06) 4.22b (.06) 3.94c (.06) 

Risk understanding (0-8) 4.24a (.17) 5.11b (.16) 6.24c (.12) 6.33c (.12) 

User evaluations (1-7) 5.42a (.07) 5.37a (.08) 5.73b (.06) 5.64 b (.07) 

 
Note: Non-matching subscripts in each row indicate significant pairwise contrasts at p < .05.  
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Table II I 

Zero-order correlations between the outcome measures.  

 Risk  
perception 

Risk 
understanding 

User  
evaluations 

Willingness to take drug .42 *** .00 .22 *** 

Risk perception 
 

-.23 *** .18 *** 

Risk understanding  
  

.25 *** 

 

Note: *** p < .001 
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Figure 1 

Graphs viewed by participants in the different experimental conditions. (A) 

Foreground+background, without labels; (B) Foreground-only, without labels; (C) 

Foreground+background, with labels; (D) Foreground-only with labels. 
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Figure 2 

Conditional process analyses of the effect of display type on willingness to take the drug. 

Coefficients for the paths between display type and each of the mediators (risk understanding, 

risk perception, and evaluations) represent conditional effects with a simple effects 

parameterization. The path between display type and willingness to take the drug represents 

the direct effect (unconditional), after controlling for the mediators. Note: Unstandardized 

coefficients are shown. The scale for risk perception, evaluations, and willingness to take the 

drug was from 1 to 7, whereas for risk understanding it was from 0 to 8. †p < .10, *p ≤ .05, 

**p ≤ .01, *** p ≤ .001. 
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Figure 3 

Conditional process analyses of the effect of labels on willingness to take the drug (F-only = 

foreground only displays; F+B = foreground+background displays). Coefficients for the paths 

between labels and each of the mediators (risk understanding, risk perception, and 

evaluations) represent conditional effects with a simple effects parameterization. The path 

between labels and willingness to take the drug represents the direct effect (unconditional), 

after controlling for the mediators. Note: Unstandardized coefficients are shown. The scale 

for risk perception, evaluations, and willingness to take the drug was from 1 to 7, whereas for 

risk understanding it was from 0 to 8. †p < .10, *p ≤ .05, **p ≤ .01, *** p ≤ .001. 
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APPENDIX A 

Screenshots of scenario presented to participants in all conditions. The question displayed 

corresponds to the first item assessing willingness to take the drug. 

Figure A1. Foreground+background, no labels 
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Figure A2. Foreground-only, no labels 
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Figure A3. Foreground+background, labels 
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Figure A4. Foreground-only, labels 
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APPENDIX B 

Willingness to take the drug 
 
The cost of taking medication X would be covered by your insurance. 
Taking into account the information presented above and assuming no other medications are 
available in the market, what is the chance that you would take medication X  
 
1. if it had no side effects?  
 
if the only common side effect for the medication was… 
 
2. Stomach cramps  
3. Heartburn  
4. Headache 
5. Loss of appetite 
6. Throwing up 
7. Hives and swelling 
8. Ringing in the ears 
9. Gastrointestinal bleeding 
10. Haemorrhage within the skull 
 
Note: In all cases, 1 = definitely would not, 7 = definitely would 
 
Risk perceptions 
 
1. In your opinion, the decrease in the risk of having a heart attack resulting from taking 

medication X is… (1= None, 7 = incredibly big) 
 
2. Please indicate how significant you believe the reduction of the risk is when going from 

taking no medication to taking medication X by selecting a number on the scale below. In 
other words: When I compare the amount of risk of having a heart attack associated with 
taking no medication to the risk of having a heart attack associated with medication X, I’d 
say the difference is. . . (1= insignificant, 7 = highly significant) 

 
3. How helpful do you think medication X was in reducing the risk of having a heart attack? 

(1= not at all helpful, 7 = very helpful) 
 
4. What do you think is the risk of having a heart attack without medication X? (1= 

extremely low, 7 = extremely high) 
 
5. What do you think is the risk of having a heart attack with medication X? (1= extremely 

low, 7 = extremely high) 
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Risk understanding 
 
1. How many people had a heart attack in the group of patients who took no medication? 

(correct = 40) 
 

2. How many people had a heart attack in the group of patients who took medication X? 
(correct = 20) 
 

3. Imagine 1000 patients who have symptoms of heart disease. If they take no medication, 
how many of them will have a heart attack?  
 
___________ out of 1,000 (correct = 80) 

 
4. Imagine 1000 patients who have symptoms of heart disease. If they take medication X, 

how many of them will have a heart attack? 
 
___________ out of 1,000 (correct = 40) 

 
5. Imagine that another medication is available in the market (medication Y). Assume that a 

group of 1000 patients take medication Y, and 30 of them have a heart attack.  
Which medication is more effective at preventing heart attack?  

 
a. Medication X, b. Medication Y, c. They are equally effective (correct = b) 

 
6. Imagine that future research has led to medication X being improved, so that the risk of 

having a heart attack with medication X is cut in half.   
Out of 1000 patients who take the medication, how many would you expect to have a 
heart attack?  
 
___________ out of 1,000 (correct = 20) 

 
7. Out of every 1000 people who take no medication, how many will have a heart attack?  

 
a. 0; b. 10-20 people; c. 30-60 people; d. 70-100 people; e. more than 100 people  
(correct = d) 

 
8. Out of every 1000 people who take medication X, how many will have a heart attack?  

 
a. 0; b. 10-20 people; c. 30-60 people; d. 70-100 people; e. more than 100 people 
(correct = c) 
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User evaluations 
 

1. How well did you understand the information represented in the graph? (1 = not at all, 7 = 
very well) 

 
2. How much do you like the way the graph was designed? (1 = did not like it at all, 7 = 

liked it a lot) 
 

3. How much would you trust information represented in a graph like the one you just 
viewed? (1= not at all, 7 = very much) 
 

4. How helpful is the graph for deciding about whether or not to take medication X? (1= not 
helpful, 7 = very helpful) 


