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Determining the Composition of the Vacuum-Liquid Interface in Ionic-Liquid Mixtures
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The vacuum-liquid interfaces of a number of ionic-liquid mixtures have been investigated using a combination of reactive-atom scattering with laser-induced fluorescence detection (RAS-LIF), selected surface tension measurements, and molecular dynamics (MD) simulations. The mixtures are based on the widespread 1-alkyl-3-methylimidazolium ([C₅mim]+) cation, including mixed cations which differ in chain length or chemical functionality with a common anion; and different anions for a common cation. RAS-LIF results imply that the surface compositions exhibit a general form of non-stoichiometric behaviour that mimics the well-known Henry’s and Raoult’s laws at low and high mole fraction, respectively. The Extended Langmuir model provides a moderately good single-parameter fit, but higher-order terms are required for an accurate description. The quantitative relationship between RAS-LIF and surface tension, which probes the surface composition only indirectly, is explored for mixtures of [C₅mim]+ and [C₃mim]+ with a common bis(trifluoromethylsulfonyl)imide ([NTf₂]⁻) anion. Extended Langmuir model fits to surface tension data are broadly consistent with those to RAS-LIF, however, several other common approaches to extracting surface compositions from measured surface tensions result in much larger discrepancies. MD simulations suggest that RAS-LIF faithfully reports on the alkyl-chain exposure at the surface, which is only subtly modified by composition-dependent structural reorganisation.

Introduction

A substantial amount of scientific effort has been expended over the last 20 years or so in the discovery and exploration of the properties of room-temperature ionic liquids (ILs).1-3 As amply evidenced elsewhere in this volume, the search for the most suitable ILs for specific applications remains a highly active area.4 Among these applications, a number are critically affected by the surface properties of the liquid. The more obvious examples include gas sequestration and separation; and multiphase catalysis.5-10

The nature of the surface layer is an interesting and non-trivial question for ILs because of the inherent chemical heterogeneity of the components. Nanoscale segregation in the bulk into polar and non-polar domains is commonplace, particularly in ILs with hydrophobic alkyl substituents on either the cation or anion.11 The question of how these extended structures terminate at the gas-liquid (or vacuum-liquid) interface, and how this depends on the chemical structure of the IL, is therefore of considerable interest.

It is natural therefore that attempts have been made to investigate the interfacial properties of ILs using a range of physical methods. The most ubiquitous approach is the classical measurement of surface tension.12 However, this is subject to the fundamental limitation that the interfacial composition can only be inferred indirectly. Alternatively, an array of other, more direct, surface-analysis techniques have relatively recently begun to be applied to IL surfaces, enabled by the very low vapour pressures of many ILs of practical interest. The most prominent among them include angle-resolved X-ray photoelectron spectroscopy (ARXPS),13, 14 high-resolution Rutherford backscattering (HRBS),15 secondary-ion mass spectrometry (SIMS)15 and low-energy ion scattering (LEIS).16 Distinct non-linear optical approaches have also been exploited successfully, particularly second harmonic generation (SHG) and sum frequency generation (SFG) spectroscopies.17
These various direct measures are all subject to some degree to a finite penetration depth (hence lack of true surface-selectivity), or lack of chemical specificity, or both. Complementing the established techniques, we have developed an alternative approach based on reactive-atom scattering (RAS), combined either with mass spectrometric (RAS-MS) or laser-induced fluorescence (RAS-LIF) detection. The essence of this method, of which the RAS-LIF variant is the one we use here, is that projectiles interrogate the liquid surface via selective reaction with specific functional groups, producing a gas-phase product which is detected quantitatively. The dynamical attributes of these products confirm that they originate in the extreme outer layers of the liquid.

Based on results obtained using this array of techniques, there is general consensus for single-component ILs composed of a single cation-anion pair that the outer surface is increasingly dominated by hydrophobic alkyl chains as the chain length increases. In contrast, the surface properties of mixtures of ILs have been much less explored. These are attractive for potential applications because the properties can be fine-tuned by simply varying the mixing ratio, rather than having to synthesize a large number of chemically distinct compounds. Their surface properties have begun to be examined by direct techniques, but the data remain relatively sparse. In particular, there have been no systematic attempts to investigate the relationships between these direct measures and the more-established but indirect measurement of surface tensions.

Addressing the relationships between different approaches to determining the surface composition of ionic-liquid mixtures is the aim of this paper. We focus on ILs based on the common [1-alkyl-3-methylimidazolium] cation (abbreviated to [Cₘim]). The mixture of [Cₘim] bis(trifluoromethylsulfonyl)imide (abbreviated as [NTf₂]) and [C₁₂mim][NTf₂], with distinct cationic alkyl chain lengths and a common anion, is selected as the primary system on which the fullest comparison is carried out; this is aided by the partial information using RAS-LIF and other direct measures (HRBS and TOF-SIMS), and complementary realistic molecular dynamics (MD) simulations, that are previously available. However, we also include RAS-LIF data on [Cₘim][NTf₂] mixed with an analogue containing a C₅H₄(CF₂)₃CF₃ fluorinated alkyl chain, [C₅mimF₁₃][NTf₂], representing different chemical functionalities for chains of the same length; and [Cₘim][BF₄] / [C₆mim][NTf₂] mixtures of anions with a common cation, to illustrate the generality of the deviations from ideality that we observe. We examine for the first time the level of complexity needed in empirical models to fit successfully the surface compositions determined by RAS-LIF. These observations are used to test different theoretical models that aim to predict the surface composition using only the surface tensions of the pure components, measured here as required, as input. The success or otherwise of a number of distinct approaches to recovering the surface composition from new measurements of surface tension across the full range of compositions is established. Ultimately, we answer the question of whether RAS-LIF and surface tension provide compatible measures of the surface composition, and whether these are consistent with the molecular-level picture provided by an extended analysis of MD simulations.

**Methods**

**Materials**

Figure 1 shows the molecular structure of the three IL mixtures used in this study. The [Cₘim](1-x)[C₁₂mim]x[NTf₂] and [C₆mim](1- x)[C₅mimF₁₃]x[NTf₂] mixtures, where x is a bulk mole fraction, and the corresponding neat ILs were synthesised as part of this work. The neat ILs for the anion mixtures, [C₆mim][NTf₂], [BF₄][C₁₂mim], were purchased and used as received from IoLiTec (Germany). Details of the IL syntheses are provided in the electronic supplementary information (ESI), along with water and halide content for the commercial ILs. The RAS-LIF measurements also used a reference liquid, the branched-chain hydrocarbon, squalane (2,6,10,15,19,23-hexamethyldodecane) which was used as supplied by Aldrich (99 %). Prior to experiment, the ILs and squalane were degassed overnight under high vacuum to minimise water, or other volatile, content.
Experimental

Surface tension measurements

Surface tension measurements of the pure [C$_2$mim][NTf$_2$] and [C$_{12}$mim][NTf$_2$] ILs and their mixtures, and of pure [C$_4$mim][NTf$_2$] and [C$_8$mimF$_{13}$][NTf$_2$], were performed at 296 K under atmospheric pressure with a Krüss DSA100 tensiometer, using drop-shape-analysis software. In all cases eight or more successive measurements were carried out, obtaining standard deviations in the range 0.03-0.49 mN·m$^{-1}$. Measurements of the surface tension of Milli-Q water at 296 K were performed to calibrate the pendant drop tensiometer. For all measurements, disposable needles of inner diameter 1.820 mm were used. The manufacturer’s specified resolution and accuracy for this instrument is 0.01 mN·m$^{-1}$ and 0.3 mN·m$^{-1}$, respectively.

Reactive atom scattering

The RAS-LIF approach and the details of the apparatus have been described in detail elsewhere. Fig. 2 shows schematically the basis of the approach. The reactive atoms, in this case O(1P), are generated by laser photolysis of a low-pressure (1 mTorr) precursor gas (NO$_2$) above the liquid surface. A continually refreshed surface was generated in the now-conventional manner by using a rotating wheel (diameter 5 cm) immersed in a temperature-controlled bath of the liquid. All measurements were made with the multiple-wheel assembly indicated in Fig. 2, which importantly allows accurate comparisons of the signals from different liquids without breaking the vacuum.
Photolysis of NO$_2$ at 355 nm generates O-atoms with a laboratory-frame translational energy distribution with an average of 16 kJ mol$^{-1}$ and a spread of 26 kJ mol$^{-1}$ (FWHM). This is important because it influences strongly the types of C-H from which H-atoms can be abstracted to form the observed product, OH. As explained in detail elsewhere, in all mixtures considered here the only significant contribution to the OH yield will come from secondary aliphatic C-H bonds in the pendant alkyl chain on the imidazolium headgroup.

The OH radical products that scattered back into the vacuum were excited on the A-X band by a probe laser pulse which counter-propagated with respect to the photolysis laser along the same axis. The fluorescence signal was collected by suitable optics and detected using a photomultiplier tube (PMT).

The experiment was operated in two modes. LIF excitation spectra were recorded by scanning the probe-beam wavelength at a fixed delay between the photolysis and probe pulses. These are not the main focus here, but were necessary to confirm that the observed yields from different liquids were not biased by different OH rotational populations. The principal data presented here are derived from appearance profiles, where the intensity of the OH LIF signal was recorded on a fixed transition as a function of delay between the photolysis and probe pulses. For all liquids, appearance profiles were recorded on the most intense, Q$_1$(1), line. Signal sizes were referenced against interleaved measurements of the well-studied standard, squalane.$^{31-40}$ To achieve the desired precision, the appearance profiles were averaged over typically ten sets of independent measurements over several different days for each mixture studied. They were corrected for a small background signal caused by a HONO impurity in the chamber by the procedure described previously.$^{23, 24}$

A temperature-controlled circulator was used to regulate the temperature of liquid samples held in the carousel. Due to the increased viscosity of [C$_8$mimF$_{13}$][NTf$_2$] compared to [C$_8$mim][NTf$_2$], all measurements of [C$_m$mim]$_{1-x}$[C$_q$mimF$_{13}$]$_x$[NTf$_2$] were conducted at 46±2 °C, to allow a good quality liquid film to form on the wheel. All other IL mixture measurements were conducted at 22±2 °C. Extensive previous measurements have shown that the OH yield from related ILs is only very weakly dependent on liquid temperature.$^{26}$

Molecular dynamics simulations

To complement the experiment, we analysed realistic models of the [C$_m$mim]$_{1-x}$[C$_q$mim]$_x$[NTf$_2$] vacuum-liquid interface generated by classical MD simulations. Simulation details are available in a recent publication.$^{27}$ Briefly, all MD calculations were performed with tools available in GROMACS 5.1.2.$^{41}$ All molecular interactions were described with the Canongia-Lopes and Pádua (CL&P)$^{42-48}$ additions to the OPLS-AA$^{49-56}$ forcefield. MD simulations were carried out under 3D periodic boundary conditions, smooth Particle-Mesh Ewald long-range electrostatics, 1.5 nm cutoffs, and a velocity-rescaling thermostat.$^{57}$

In total, eight [C$_m$mim]$_{1-x}$[C$_q$mim]$_x$[NTf$_2$] mixtures were studied where $x = 0, 0.04, 0.08, 0.16, 0.24, 0.52, 0.87$ and 1. Each mixture was initialized with a vacuum-liquid-vacuum slab structure within a 7.5 nm x 7.5 nm x 22.5 nm periodic-boundary-condition unit cell. The liquid slab of each mixture is approximately cubic with an edge length of 7.5 nm. To approach equilibrium, each mixture
was subjected to five sequential equilibration cycles, where an equilibration cycle is defined as 4-10 ns of NVT propagation at 500 K followed by 4-10 ns of NVT propagation at 298 K. All data analysis was performed on the final 10 ns trajectory at 298 K.

Number density distributions were calculated by dividing the unit cell along the z-axis into 400 equally-sized boxes. For each box, the trajectory-averaged number density of a specific cation-atom type is associated with the z-coordinate of the box centre. For improved statistics at the vacuum-liquid interface, all number density profiles were spatially-averaged about the z-coordinate of the liquid slab centre.

The conformation of surface-active [C_{12 Mish]} dodecyl groups was also quantified by tracking the orientation of vectors defined between specific carbon atom pairs in the dodecyl chain. Surface-active dodecyl groups were selected by visual inspection. For dodecyl-group vectors at the upper (lower) vacuum-liquid interface, the angle, θ, between each vector and the positive (negative) z-axis was computed and collected in a histogram that sums over all frames of the analysis trajectory. Probability distribution profiles were computed from these histograms by normalizing each bin value by the unit-sphere surface area spanned by the bin range.

**Experimental Results**

**Surface tension**

Table 1 shows the surface tension measurements for the neat ionic liquids in this work. Surface tensions for [C_{4 Mish}] and [C_{2 Mish}] were taken from previous work. The results for the pure components compare favourably (within ±0.7 mN m⁻¹) for [C_{4 Mish}] and [C_{2 Mish}], and 0.1 mN m⁻¹ for [C_{13 Mish}], when scaled to 298.15 K with previous measurements. Consistent with many previous measurements on related single-component ILs with different chain lengths, the surface tension of pure [C_{12 Mish}] is lower than that of [C_{2 Mish}]. There are also marked differences in surface tension between the respective pairs [C_{4 Mish}] / [C_{4 Mish}], [C_{4 Mish}] / [C_{4 Mish}], and [C_{4 Mish}] / [C_{4 Mish}].

<table>
<thead>
<tr>
<th>Liquid</th>
<th>Surface Tension / mN m⁻¹</th>
<th>Temperature / K</th>
</tr>
</thead>
<tbody>
<tr>
<td>[C_{4 Mish}]</td>
<td>35.2</td>
<td>296</td>
</tr>
<tr>
<td>[C_{2 Mish}]</td>
<td>29.8</td>
<td>296</td>
</tr>
<tr>
<td>[C_{13 Mish}]</td>
<td>30.4</td>
<td>296</td>
</tr>
<tr>
<td>[C_{13 Mish}]</td>
<td>21.9</td>
<td>296</td>
</tr>
<tr>
<td>[C_{4 Mish}]</td>
<td>36.8*</td>
<td>298.15</td>
</tr>
<tr>
<td>[C_{4 Mish}]</td>
<td>32.5*</td>
<td>298.15</td>
</tr>
</tbody>
</table>

Table 1: Surface tensions for neat ionic liquids whose mixtures are investigated in this work. Results are from this work unless otherwise indicated. *Reference [58].

The measured surface tensions of [C_{4 Mish}][C_{13 Mish}][NTf_{2}] mixtures for a series of compositions are shown in Figure 3. The new but also not unexpected result reported here is that there is a general deviation towards lower surface tension than expected from stoichiometry (diagonal line). This has also been observed previously for related systems.

**RAS-LIF**

Figure 4 shows representative averaged appearance profiles for [C_{4 Mish}][C_{13 Mish}][NTf_{2}] mixtures of multiple bulk compositions. Excitation spectra recorded at the peak of the appearance profiles [see ESI] confirmed that no significant bias was introduced by different rotational populations from different liquids. Within each mixture system studied, the appearance profiles have essentially the same distribution of arrival times, meaning the average OH velocities are the same and no density-flux correction is required. The appearance profiles were integrated directly and normalised to the integrated squalane profile; the resulting integral value is termed ‘reactivity’ and is, within known limitations, directly related to the exposure of secondary alkyl chains at the liquid surface.

Essentially the same process of measuring appearance profiles was carried out for the [C_{4 Mish}][C_{13 Mish}][NTf_{2}] mixtures and for [C_{4 Mish}][NTf_{2}][BF_{4}][C_{4 Mish}] (shown in the ESI). The processed results of reactivity as a function of mole fraction are collected in Fig. 5.
As we have previously established, the C12 chain is preferentially at the surface in [C2mim][C12mim1-x][NTf2]. This can be seen directly from the universally higher yield of OH than predicted from stoichiometry (diagonal line) in Fig. 5a. Similarly, we establish here for the first time that the predominantly fluorinated C8 chain in [C8mim][C8mimF13]x[NTf2] mixtures has the greater surface preference, from the corresponding yield of OH deviating strongly below the stoichiometric line in Fig. 5b. Note that pure [C4mimF13][NTf2] gives effectively zero OH yield, implying that the –CH2CH2- linker unit between the perfluoroalkyl chain and the...
ring N atom is either not significantly exposed or, in principle, has C-H bond strengths sufficiently affected by its chemical environment to suppress its reactivity within the constrained kinetic energy of the O(1P) atoms.

Also demonstrated here for the first time, Fig. 5c shows that the OH yield from [C₄mim][NTf₂]ₓ[BF₄]₁₋ₓ mixtures deviates below the line at low x. We infer from this that the [NTf₂]⁻ ion is dominating the surface region, on the basis of our previous observations that the OH yield from [C₄mim][NTf₂] single-component liquids is always systematically lower than from the corresponding [C₄mim][BF₄] liquids.²³ We have rationalised this previously largely on the basis of ionic volume: in essence, the larger anion reduces the packing density of the cationic headgroups and hence of alkyl chains at the surface. Compatible results have been reported for systems based on the [C₄mim]⁺ cation with mixed [NTf₂]⁻ and halide or mixed [BF₄]⁻ and [HOSO₃]⁻ anions by Lovelock and co-workers using LEIS, and by Nakajima et al for [C₇mim]⁺ with mixed [NTf₂]⁻ and [BF₄]⁻ anions by HRBS.²⁸, ³⁰

All three sets of results in Fig. 5 are consistent with the simple observation that the surface is dominated by the component with the lower surface tension (compare Table 1). Beyond the simple sense of this deviation, the generality that we are seeking to highlight in Figs. 5(a)-(c) is the immediate, near-linear departure of the OH yield from stoichiometry at low mole fraction of the more surface-active component. In contrast, at high x, to varying degrees but with a distinct inflexion in all cases, the behaviour returns towards the stoichiometric line as x approaches unity. Note that this also mimics the behaviour in the surface tension measurements in Fig. 2. The low x behaviour is the analogy of the very well-known Henry’s Law for the more volatile component in a binary liquid mixture, while that at high x corresponds to Raoults’s Law.

**Analysis**

**Representation of the RAS-LIF data**

The approaches taken by various authors differ in the preferred choice of independent variable. The bulk mole fractions, x, have the benefit of being simple and rigorously defined. However, they do not capture the simple physical fact that a bulkier ion is likely to occupy a larger area at the surface than a smaller one. Consequently, it is well-precedented to adopt the molar volume as the independent variable.⁶², ⁶³ A third alternative is to use some measure of cross-sectional area. This can be challenging to define or estimate accurately, beyond some simplistic assumption of an approximately cubic (or, within a scaling factor, spherical) geometry; otherwise, an independent direct measure of the areal density is needed.¹⁵, ²³ We have shown previously that choosing either the area or the volume does not alter the qualitative form of the behaviour in plots such as those in Figure 5.²³ In what follows, we use these different independent variables appropriate to the basis on which the various expressions we will introduce have been developed.

The results in Fig. 4 and 5 are normalised to the internal reference, squalane. For the purposes of comparison with analytical predictions and the performance of fitting functions, we define relative surface exposures of components 1 and 2, denoted S₁ and S₂, respectively. We choose in all cases that component 2 is the one with the higher surface preference. The total observed OH yield, I_{OH(1)} is assumed to be a linear combination of the OH yields from the pure components, I_{OH(1)} and I_{OH(2)}:

\[ I_{OH} = S_1 I_{OH(1)} + S_2 I_{OH(2)} \]  

(1)
Note from Fig. 5(a) that for [C$_2$mim][I$_2$-x][C$_2$mim][NTf$_2$] mixtures, $I_{OH(1)}$ is practically zero and hence simply, to a very good approximation with no further assumptions, $S_2 = I_{OH} / I_{OH(2)}$, i.e. the signal from the mixture normalised to that from pure [C$_2$mim][NTf$_2$]. This result is independent of whether the surface exposures in the mixture sum to unity; in principle, they may not do so because there is no absolute constraint on the fraction of the true outer surface area occupied by the [NTf$_2$] anion.

For mixtures such as [C$_6$mim][I$_2$-x][C$_6$mimF$_{12}$][NTf$_2$] or [C$_6$mim][NTf$_2$][BF$_4$][I$_2$-x] in Figs. 5(b) and (c), respectively, where the OH LIF signal has a contribution (either totally, or in part) from component 1, it is necessary to assume that $S_1 + S_2 = 1$, allowing $S_2$ to be extracted from:

$$S_2 = \frac{I_{OH} - I_{OH(1)}}{I_{OH(2)} - I_{OH(1)}} \quad (2)$$

As noted above, the significant differences in the cation / anion ratios at the surface of the pure [C$_6$mim][BF$_4$] and [C$_6$mim][NTf$_2$] materials are indirectly responsible for the relatively large overall change in OH yield from $x = 0$ to 1 in Fig. 5(c). However, if the cation / anion ratio does not vary linearly with mixing ratio then this would cause deviations from eqn (2).

Alternative direct measurements

We begin the comparison of our results with other work by considering previous attempts to measure the surface composition directly. As far as we are aware, the only one of our mixtures which has been examined quantitatively by another direct method is [C$_2$mim][I$_2$-x][C$_2$mim][NTf$_2$], for which the single composition, $x = 0.5$, was analysed by HRBS by Nakajima et al as part of a survey of a variety of equimolar mixtures. The observed surface mole fraction of [C$_2$mim][NTf$_2$] was reported to be 0.66 ± 0.06. We have indicated this point in Fig. 6, where it can be seen to be slightly lower but in reasonable agreement with our RAS-LIF measurement of 0.76 ± 0.02 at the nearest measured point of $x = 0.52$. Using the same method, Nakajima et al had previously found preliminary results of 0.6 ± 0.05 (later refined to 0.67 ± 0.07, very similar to the result for [C$_2$mim][NTf$_2$]) and 0.18 ± 0.02 by HRBS for $x = 0.5$ and 0.1 in [C$_2$mim][I$_2$-x][C$_2$mim][NTf$_2$] mixtures. They noted that these differed quantitatively from their TOF-SIMS measurements, which yielded significantly higher surface segregations of 0.83 ± 0.03 and 0.42 ± 0.04, for the same two mixtures. We have also added these two TOF-SIMS points to Fig. 6. Notwithstanding the small differences in chain length, there is again reasonable qualitative agreement with our results, but with the TOF-SIMS now giving somewhat higher surface segregations.

Predictions based on surface tensions of pure components

In their earlier work, Nakajima et al attempted to reproduce their measured surface mole fractions via an early expression originally due to Guggenheim. This model is based on statistical thermodynamic arguments, and formulated in terms of surface free energies per ion pair. It leads to the expression

$$x_i = \frac{x_i \exp(-f_i / kT)}{(1 - x_i) \exp(-f_1 / kT) + x_i \exp(-f_2 / kT)} \quad (3)$$

where $x_i$ is the mole fraction of component $i$ at the surface. The surface free energies, $f_1$ and $f_2$, were derived by Nakajima et al. from the product of the independently measured surface tensions, $\sigma_1$ and $\sigma_2$, of the pure materials and the surface areas, $A_1$ and $A_2$, occupied by each ion-pair type. These areas could be estimated simply from bulk densities with an assumption of cubic geometry, or ostensibly more accurately from the observed areal atomic densities in their HRBS experiments.

Using Nakajima et al’s most recent surface-area estimates and our own measured surface tensions for [C$_2$mim][I$_2$-x][C$_2$mim][NTf$_2$] mixtures above, the dependence of surface mole fraction on bulk mole fraction shown in Fig. 6 is predicted, where it is compared with our RAS-LIF measurements of surface exposure. The level of agreement is not materially affected by modest changes in the estimated areas or alternative measurements of surface tension for the pure materials. It can be seen that the behaviour at low $x$ is reproduced reasonably well, where the initial strong positive deviation from stoichiometry is captured. However, the more rapid observed decline towards stoichiometry at higher $x$ in the RAS-LIF data is not successfully predicted.
In their more recent work, \(28, 29\) Nakajima et al. had introduced an alternative model originally due to Sprow and Prausnitz, \(65\), which also attempts to relate surface coverage in mixtures to the surface tensions of the pure materials. Following some simplifying assumptions, \(29\), \(x_1s\) is the implicit solution of

\[
\frac{1 - x_1^s}{x_4^s} = \frac{1 - x_1^s}{x_4^s} \exp \left( \frac{A_1 \sigma_1 - \sigma_2}{RT} \right)
\]

where \(A_i\) is here the molar surface area of component \(i\), \(n = A_i / A_2\), and \(x_2s\) can be obtained simply from \(x_1s + x_2s = 1\). Although, as noted by Nakajima et al., \(29\) the prediction is not too far from their observed HRBS result at \(x = 0.5\), the qualitative behaviour over the full range of \(x\) measured in our RAS-LIF experiments is very poorly reproduced by eqn (4). The level of agreement is again not materially changed by modest differences in the surface tension values reported here and elsewhere.

**Empirical fitting functions**

An alternative approach to describing surface enrichment has been developed by Piñeiro et al. based on an extended Langmuir model. \(62, 63\) It has been applied recently by Lemraski et al. in the fitting of surface-tension data (to which we return below) for related binary ionic-liquid systems, including mixtures of \([\text{C}_n\text{mim}][\text{NTf}_2]\) and \([\text{C}_n\text{mim}][\text{NTf}_2]\) \((n = 1 \rightarrow 10)\). \(66\) We consider first whether the extended Langmuir expression can provide an adequate fit to our RAS-LIF data. The model is expressed in terms of volume fractions; recast in terms of the variables introduced here, it states that

\[
\phi_2^s = \frac{\beta \phi_2}{1 + (\beta - 1)\phi_2}
\]

where \(\phi_2^s\) (and \(\phi_1^s\)) is the corresponding surface volume fraction; \(\beta\) is an adjustable parameter that expresses the relative surface preference of component 2 relative to 1; and \(\phi_1\) and \(\phi_2\) are fractional bulk volumes. Quite strictly, \(\phi_1 + \phi_2 = 1\), other than neglecting non-ideality of mixing, which previous studies suggest should be a good approximation for the bulk phase of most IL mixtures. \(50, 67\) The model is a development from the conventional Langmuir isotherm, with an additional constraint accounting for surface sites that are already occupied (i.e. by adopting a denominator of \(1 + (\beta - 1)\phi_2\) rather than \(1 + \beta \phi_2\) in eqn (5)).
Although derived from a different starting point, eqn (5) is actually mathematically identical to eqn (3), other than the straightforward transformation of independent variable, with the association

\[ \beta = \exp\left(\frac{f_2}{kT}\right) \exp\left(\frac{f_1}{kT}\right). \]

A fit of eqn (5) to the RAS-LIF data can therefore be regarded as the best description that is possible within either the Guggenheim or basic extended Langmuir models.

The fit of eqn (5) to the \([\text{C}_2\text{mim}]_{1-x}[\text{C}_12\text{mim}]_x[\text{NTf}_2]\) RAS-LIF data is shown in Fig. 7(a), for which \(\beta = 3.44\). The unconstrained fit is, of course, in slightly better of agreement with experiment than the attempted Guggenheim prediction in Fig. 6. However, it suffers from the same deficiency in the qualitative shape, with compensating slight under and overestimates of the surface exposure for small and large \(\phi_2\). That this is a general phenomenon, applying also to the other cationic \([\text{C}_8\text{mim}]_{1-x}[\text{C}_8\text{mimF}]_x[\text{NTf}_2]\) and anionic \([\text{C}_6\text{mim}][\text{NTf}_2][\text{BF}_4](1-x)\) mixtures that we have studied by RAS-LIF here, is demonstrated in Figs. 7(b) and (c).

A natural way to proceed to improve the ability of eqn (5) to describe the RAS-LIF data is to introduce a bulk-composition-dependent activity coefficient, \(\gamma_2\), that modifies \(\phi_2\). This is equivalent to modifying the rate of adsorption when constructing the Extended Langmuir isotherm. The simplest approach is to use an expression for \(\gamma_2\) sometimes known as a Margules equation or elsewhere as the Porter equation (which is the label we adopt),69 which applies to regular solutions (i.e. those for which the entropy of mixing is ideal but the enthalpy of mixing is not). This may be written

\[ \ln \gamma_2 = A \phi_2^2 \]  

(6)

where \(A\) is an empirical parameter. With this modification applied, eqn (5) becomes

\[ \phi_2' = \frac{\beta \phi_2 \exp\left(A(1-\phi_2)^2\right)}{1 + (\beta - 1) \phi_2 \exp\left(A(1-\phi_2)^2\right)} \]  

(7)

Fits of eqn (7) to each of the RAS-LIF data sets are shown in Fig. 7. With the additional adjustable parameter, the fits are not surprisingly considerably improved over the basic eqn (5).

Continuing this logic, higher-order terms can be introduced into the activity coefficient expression to account for deviations from the Porter equation. One version of this is also known in some literature69 as the Margules equation (as we refer to it here):

\[ \ln \gamma_2 = A_1 + 2(A_2 - A_1) \phi_2 \phi_1 \]  

(8)

where \(A_1 = A + B\) and \(A_2 = A - B\). The parameters \(A\) and \(B\) result from expanding the expression for the excess Gibbs free energy, such that \(A\) in eqn (6) becomes \(A + B (\phi_1 - \phi_2)\).69 Introducing eqn (8) into the extended Langmuir model gives the result
The corresponding least-squares fits are also shown in Fig. 7. The overall fit to all three sets of RAS-LIF data is not surprisingly further improved, capturing the Raoult’s Law-like behaviour faithfully at high \( \phi_2 \). For the \([\text{C}_6\text{mim}]_2 \cdot [\text{NTf}_2]_2\) mixture on which we focus most attention, the fitted parameters are \( A_1 = 1.32 \pm 0.12 \), \( A_2 = 1.92 \pm 0.14 \) and \( \beta = 0.77 \pm 0.11 \). Note that the parameter \( \beta \) has a different physical meaning in eqns (7) or (9) from that in eqn (5): at low \( \phi_2 \) in eqn (9), \( \phi^* = \beta \phi_2 \exp(\lambda \phi_2) \). The corresponding limiting Henry’s constant for the eqn (9) fit is \( 2.87 \pm 0.53 \), quite close to that from the basic eqn (5). We conclude that eqn (9) provides a satisfactory phenomenological description of all the mixtures that we have examined so far by RAS-LIF.

### Deductions based on composition-dependent surface tensions of mixtures

The predictions using eqns (3) and (4) shown in Fig. 6 appeal only to the surface tensions of the pure components. We consider now how the composition of the surface deduced indirectly from a full set of measured surface tensions as a function of mixing ratio compare to the results that are obtained directly from RAS-LIF (or at sparse points by HRBS).

Following the treatment of Piñeiro and co-workers,\(^{62, 63}\) Lemraski and Kargar have fitted measured surface tension data for a selection of related ionic liquid mixture systems.\(^{66}\) They assume that the surface volume fractions obey the extended Langmuir model, eqn (5), with \( \beta \) as an adjustable parameter, as above. A second adjustable parameter, \( \lambda \), is introduced through the Margules-type expression

\[
\sigma = \phi_1^s \sigma_1 + \phi_2^s \sigma_2 - \lambda \phi_1^s \phi_2^s (\sigma_1 - \sigma_2)
\]

(10)

The fit is performed in terms of the reduced surface pressure, \( \pi^* = \pi / \pi^0 \), where the surface pressure, \( \pi = \sigma_1 - \sigma_2 \), is normalised to the surface tension difference of the pure components, \( \pi^0 = \sigma_1 - \sigma_2 \).\(^{62}\) (Component 1 is taken to be the one with the higher surface tension, and hence lower surface preference, consistent with the labelling above.) The fit is to the expression

\[
\pi^* = \frac{\beta(\beta + \alpha(\phi_1 / \phi_2))}{(\beta + (\phi_1 / \phi_2))^2}
\]

(11)

where \( \alpha = 1 + \lambda \). We have carried out the fit of eqn (11) to our measured surface tension data for \([\text{C}_6\text{mim}]_2 \cdot [\text{NTf}_2]_2\) mixtures, with the results shown in Fig. 8 (a). The fit is again reasonable but not perfect; systematic deviations are seen to the low and high side of the experimental data at low and high \( \phi_2 \), respectively. The fitted parameters are \( \alpha = 1.00 \pm 0.067 \) (implying \( \lambda \approx 0 \)) and \( \beta = 2.18 \pm 0.15 \). This implies that the fit is essentially unable to make use of the additional degree of freedom through the term in \( \lambda \) in eqn (10), which allows for non-ideality in the surface tension of mixing of components 1 and 2. The result for \( \beta \) can be reinserted in eqn (5) to generate a prediction of the RAS-LIF data, which is shown in Fig. 8(c). This indirect prediction is only modestly poorer than the direct fit of eqn (5) to the RAS-LIF data (see Fig. 7(a), black line, reproduced in Fig 8(c) as a dashed blue line, for ease of comparison). The qualitatively similar systematic deviations of the fits from both the surface tension and RAS-LIF data suggest that the inadequacy rests in some inherent oversimplification in eqn (5).

An alternative approach to extracting the surface composition from measured surface tensions for related ionic liquid mixtures has been described by Oliveira et al.\(^{60, 61}\) Deviations, \( \delta \sigma \), from linear behaviour as a function of bulk mole fraction

\[
\delta \sigma = \sigma - (x_1 \sigma_1 + x_2 \sigma_2)
\]

(12)

are fit to the Redlich-Kister equation\(^{70}\)

\[
\delta \sigma = x_1 x_2 \sum_k A_k (x_i - x_j)^k
\]

(13)

where \( A_k \) are coefficients and the expansion is performed up to a chosen order. We have carried out the fits of eqn (13) to our measured surface tension data for \([\text{C}_6\text{mim}]_2 \cdot [\text{NTf}_2]_2\) mixtures. The results of the second-order fit are shown in Fig. 8(b). The fit appears quite plausible, capturing most of the inflexions in the data. There is no statistically significant improvement for higher orders.
The fitted variation can be used to extract the relative adsorption coefficient (also known as the relative surface excess\textsuperscript{71}), \( \Gamma_2^{(1)} \), of component 2 with respect to component 1, with an implicit assumption of ideality, via the Gibbs adsorption equation:

\[
\Gamma_2^{(1)} = -\frac{1}{RT} \frac{d\sigma}{d\ln x_2}
\]  

The relative adsorption coefficients were derived through eqn (14) (analytical and numerical integration give essentially identical results). The results from the 2\textsuperscript{nd}-order versions of eqn (13) are shown in Fig. 8(c); the numerical values of the fitted parameters are given in the ESI. The relative adsorption coefficients are absolute quantities, which are related to the amounts of each component per unit area of surface, \( n_i^f / A \), and to the bulk mole fractions through\textsuperscript{71}

\[
\frac{n_2^f}{A} = \Gamma_2^{(1)} + \frac{n_1^f}{A} \frac{x_2}{x_1}
\]  

If it is assumed that the total surface area is a linear combination of the surface areas of the two components weighted by their amounts per unit area of surface, the desired quantity, \( n_i^f / A \), can be evaluated from

\[
\frac{n_i^f}{A} = \frac{\Gamma_i^{(2)} + \frac{1}{A_i^f} \frac{x_i}{x_1}}{1 + \frac{1}{A_1^f} \frac{x_1}{x_2}}
\]
Our aim is to compare relative values of \( n_s^2 / A \) to the measured variation in the RAS-LIF signal. Note that this requires values for the molar surface areas of the two components, \( A_1 \) and \( A_2 \). We adopt the values derived by Nakajima et al through their analysis of HRBS data, introduced above.\(^{29}\) After normalisation, this generates the results shown in Fig. 8 (d). The prediction of the RAS-LIF data is obviously rather poor. Although the correct sign of the departure from ideality is obtained, the magnitude is seriously underestimated, only approaching the observed values at very low and high mole fractions. Considerably better agreement can be achieved if the surface areas \( A_1 \) and \( A_2 \) are allowed to float in a fit of eqn (16) to the RAS-LIF data, with \( J_s \)\(^{[1]} \) constrained to the values derived from the surface tension data via eqn (14). This is also illustrated in Fig. 8(d), with details of the fitting procedure in the ESI.

### Discussion and comparison with Molecular Dynamics simulations

The main observations that we draw from the analysis of our RAS-LIF results and comparison with the sparse, comparable direct measurements and complementary measurements of surface tension are that:

1. Essentially all experimental methods agree that the surface has an excess of the component with the lower surface tension, which in the case of the primary example of \([\text{C}_{12}\text{mim}]_2[\text{NTf}_2]_2\) mixtures equates to \([\text{C}_{12}\text{mim}]_2[\text{NTf}_2]_2\), but they disagree about the absolute magnitude of the excess and its variation with composition.

2. Different models are able to capture the qualitative nature of the observed variation of surface excess observed via any single method with varying degrees of success. They essentially all capture quite well the ‘Henry’s Law’ preference at low mole fractions of the more surface active component, but higher-order terms are needed to reproduce the convergence on ‘Raoult’s Law’ behaviour at high \( x \).

3. In attempts to correlate the indirect surface tension measurements with direct RAS-LIF measurements, different approaches give quite different levels of agreement.

The origin of all of these observations is, of course, linked at least in part to what is actually measured in each technique and how this relates to the molecular-level structure of the interface. Insight into this is provided by the MD simulations which we have carried out and reported in part previously,\(^{2,7}\) but of which we provide further analysis here.

The MD snapshots represented in side-on view in Fig. 9 show qualitatively the expected presence of an outer layer that is rich in C12 chains, over an underlayer of predominantly headgroups and anions that grows in as the mole fraction of \([\text{C}_{12}\text{mim}]\) increases. We quantify this further in Fig. 10, which shows the densities of different sites in the cations as a function of distance perpendicular to the interface. This confirms the progressive dominance of the outer layers by the C12 chains.

As has already been widely discussed, different direct physical methods will probe this outer layer to different physical depths, so it is not too surprising that they give different quantitative results.\(^{13-18,29,30}\) Nakajima et al had previously concluded that TOF-SIMS was even more surface sensitive than HRBS,\(^{29}\) as displayed in Fig. 6. We have good dynamical reasons for believing that RAS-LIF only probes the extreme outer layers,\(^{18}\) essentially because of the observed minor extent of energy exchange between translational and internal degrees of freedom of the OH product and the liquid surface. Consistently, based on the admittedly limited directly comparable data for \([\text{C}_{12}\text{mim}]_2[\text{C}_{12}\text{mim}]_2[\text{NTf}_2]_2\) mixtures available as a function of mole fraction, RAS-LIF gives somewhat higher surface exposures than HRBS, closer to those from TOF-SIMS. Only an isolated report using ARXPS has suggested an absence of non-stoichiometry surface segregation for related mixed-anion systems.\(^{13}\) However, this may not solely be the result of an intrinsic larger penetration depth for the ARXPS, with the interpretation of the data having been questioned by Nakajima et al.\(^{29}\) Nakajima et al.’s own HRBS measurements on similar anionic mixtures (but with a different cation),\(^{28}\) and independent LEIS measurements by Lovelock on related mixed-anion systems,\(^{30}\) complement our inferred preference here for \([\text{NTf}_2]_2\) to dominate the surface of \([\text{C}_{12}\text{mim}]_2[\text{NTf}_2]_2[\text{BF}_4]_3\)\(^{[1,4]}\). There are no prior data as far as we know on the surfaces of mixtures of cations containing alkyl and fluoroalkyl chains and a common anion. Perhaps the closest related work is that of Canongia Lopes and co-workers, who have measured surface tensions and carried out MD simulations for a series of single-component ILs composed of \([\text{C}_{12}\text{mim}]^+\) cations of different chain lengths with a common perfluorobutanesulfonate anion.\(^{72}\) They find that for equal chain lengths, the perfluoro anionic chain predominates at the surface, being increasingly displaced by longer cationic alkyl chains. To the extent that these distinct systems are directly comparable, this is compatible with our observations on \([\text{C}_{12}\text{mim}]_2[\text{C}_{13}\text{mimF}]_2[\text{NTf}_2]_2\) mixtures here.
More subtly, Fig. 10 also implies that the $[\text{C}_{12}\text{mim}]^+$ cations are oriented towards vacuum, because sites further from the N-terminus are found at progressively larger distances on average. The conformation of these surface-active dodecyl chains is further quantified through the probability distributions shown in Fig. 11. This figure plots the probability density distributions, $P(\theta)$ of the angle, $\theta$, between the global surface normal and a vector defined between two carbon atoms in the $[\text{C}_{12}\text{mim}]^+$ dodecyl group. We identify the vector between C1 and C6 as the "root" and similarly between C7 and C12 as its "tail." Note that these distributions are normalized so that

$$\int P(\theta) d\theta = 1 \quad (17)$$

Fig. 11 demonstrates that the great majority of the C12 chains project outwards from the surface with angles less than 90 degrees from the global surface normal. There is some tendency for the "root" to be more upright, with the "tail" lying flatter and more parallel to the surface plane. This is consistent with similar observations for long-chain pure ILs. However, Fig. 11 also demonstrates that the orientation of the dodecyl group is sensitive to the composition of the $[\text{C}_{2}\text{mim}]_{1-x}[\text{C}_{12}\text{mim}]_x[\text{NTf}_2]$ mixture. Specifically, the $P(\theta)$ distributions for the "root" and "tail" shift systematically to lower values of $\theta$ as the $[\text{C}_{12}\text{mim}]^+$ mole fraction increases. As shown in Fig. 12, the average angle of the "root" is near 45° at low $x$ and declines to a value near 36° for pure $[\text{C}_{12}\text{mim}][\text{NTf}_2]$. The dodecyl "tail" shows a similar decay from ~60° at $x = 0.04 - 0.24$ to ~48° at $x = 1$.

This is relevant to what the RAS-LIF technique measures, because it is ultimately sensitive to the accessibility of the secondary CH$_2$ units along the alkyl backbone. This will be reduced as the chains become more upright. Our previous work on reactions of O($^3\text{P}$) with thioalkyl self-assembled monolayers, for example, has shown the reduced overall reactivity of the SAMs due to the preferential exposure of the less-reactive terminal methyl group.\textsuperscript{73, 74} Nevertheless, this effect appears to be quite modest for $[\text{C}_{2}\text{mim}]_{1-x}[\text{C}_{12}\text{mim}]_x[\text{NTf}_2]$ mixtures; our previous 'surface-wetting' analysis, described in detail elsewhere,\textsuperscript{27} predicts results for alkyl chain accessibility that are in good agreement with the RAS-LIF results. This is illustrated in Fig. 6, where the results of the previous surface-wetting analysis are shown alongside the measured RAS-LIF data.
We conclude from this that the majority of the observed variation of the RAS-LIF signal as a function of composition is not solely the result of reorganisation of the surface structure as function of mole fraction. In particular, the failure of the simple Extended Langmuir model to describe the data accurately is a real phenomenon. The Extended Langmuir model, expressed in eqn (5), effectively assumes single, fixed surface free energies for each of the components, independent of the mixing ratio. This neglects cooperative effects at either the surface or in the bulk (with which the surface is always ultimately in competition as a site for C12...
chains, the chemical potentials of all components being equal, by definition, throughout the system at equilibrium). The model was devised to treat systems where no surface saturation or aggregation were present.\textsuperscript{62, 63} There is, however, extensive evidence of bulk aggregation from our X-ray and neutron scattering experiments.\textsuperscript{27} A detailed MD analysis of this formation of progressively larger C12-chain aggregates and ultimately inter-percolating polar and non-polar networks is given in our previous work;\textsuperscript{27} however, it can be seen qualitatively by examination of the deeper regions in Fig. 9. We suggest that the changing degree of lipophilicity of the bulk accompanying these changes is associated with the need for the activity introduced through eqn (6), and the further improved performance through the non-linear terms in eqn (8) that generates eqn (9).

The need for these higher-order terms in eqn (8) is again probably not unexpected on general grounds, considering that the regular solutions to which eqn (6) usually applies are mixtures of nonpolar components with similar sizes.\textsuperscript{60} We are reassured of the physical reality of these higher-order terms by the fact that eqn (9) is able to reproduce the observed variation for the three quite distinct type of mixtures in Fig. 7. In making the connection to the surface tension data, it is also clear that the basic Extended Langmuir model, eq (5), provides a relatively good single-parameter fit to the surface tension data in Fig. 8(a). Strikingly, this reproduces quite plausibly the RAS-LIF data as shown in Fig. 8(c), but with essentially the same qualitative deviations. We expect that a similar improvement of the fit to surface tension data to that achieved for the RAS-LIF results could be obtained by introducing additional non-linear terms in the relationship between surface and bulk composition. Therefore, despite the fact that surface tension is almost certainly not purely determined by the interactions between alkyl chains in the extreme outer layer and is affected by the cohesive interactions in the polar underlayer, it does appear to give a relatively consistent picture of the composition of the interface. Interestingly, recent simulations of a range of much simpler molecular liquids have suggested that the topmost molecular layer is overwhelmingly responsible for the observed surface tension.\textsuperscript{25} We are not aware of such an analysis having been attempted for the more complex case of ionic liquids.

The relatively good consistency between the surface tension and RAS-LIF data that can be achieved via the Extended Langmuir model suggests that this is not in itself the reason why the Sprow-Prausnitz model (Fig. 6), based only on the surface tensions of the pure components, or Gibbs adsorption isotherm (Fig. 8(d)), using the surface tension as a function of the full range of compositions, give relatively poor agreement. Both these approaches depend sensitively on the assumed values of the molar surface areas of each of the components. The independently determined surface areas derived by Nakajima et al. from their HRBS measurements are used in these predictions.\textsuperscript{29} These values are $A_1 = 3.57 \times 10^5$ m$^2$ mol$^{-1}$ and $A_2 = 2.59 \times 10^5$ m$^2$ mol$^{-1}$ for [C$_{12}$mim][NTf$_2$] and [C$_{12}$mim][NTf$_2$], respectively.\textsuperscript{1} If they are treated as free parameters in a fit of eqn (16) in the Gibbs adsorption equation approach, the much improved, but still systematically divergent at higher $x_2$, agreement also shown in Fig. 8(d) is achieved. The corresponding surface areas are $A_1 = 1.13 \times 10^5$ m$^2$ mol$^{-1}$ and $A_2 = 3.65 \times 10^5$ m$^2$ mol$^{-1}$. It is interesting that the HRBS-derived surface area for [C$_{12}$mim][NTf$_2$] is (counter-intuitively) higher than that for [C$_{12}$mim][NTf$_2$], which is reversed in the best-fit values. Moreover, the poor predictions of either the Sprow-Prausnitz or Gibbs adsorption equations could also potentially reflect unrealistic underlying physical assumptions made in these approaches. The Gibbs adsorption equation, eqn (14) is based on an assumption of ideality, which we have demonstrated here through the direct fits to the RAS-LIF data not to be secure in these systems. The particular version of Sprow-Prausnitz invoked through eqn (4) assumes that partial molar areas are the same as the molar areas in the pure compounds; this may also be called into question by our MD simulations suggesting that the average orientation of chains, and hence fraction of the surface covered per molecule, varies with composition.

![Figure 12. Average value of the angle $\theta$ in degrees for the “root” and “tail” of the dodecyl group in [C$_{12}$mim]$_{2-}$ mixtures.](image-url)
Conclusions

The surfaces of ionic liquid mixtures are quite generally non-stoichiometrically dominated by the component with lower surface tension. This is demonstrated quantitatively here for a range of imidazolium-based ionic liquid mixtures consisting of mixed cations with long ([C\textsubscript{12}mim\textsuperscript{+}]) and short chains ([C\textsubscript{8}mim\textsuperscript{+}]); mixed cations with hydrogenated ([C\textsubscript{8}mim\textsuperscript{+}]) and fluoroalkyl ([C\textsubscript{8}mimF\textsubscript{3}]) chains of the same length; and mixed anions of different volume ([BF\textsubscript{4}\textsuperscript{-}] and [NTf\textsubscript{2}]).

At low mole fraction of the more surface-active component, direct RAS-LIF measurements of surface composition are well described as a simple relative energetic preference for the surface, analogous to Henry’s Law. The Extended Langmuir model provides a satisfactory single-parameter description in this regime. At higher mole fractions, additional non-linear terms are needed to give wholly satisfactory fits to the data, including the asymptotic return towards stoichiometric, Raoult’s Law-like, behaviour.

MD simulations support the conclusion that this non-linearity is not an artefact of the RAS-LIF method. They suggest that RAS-LIF faithfully reports on the exposure of alkyl chains at the surface of [C\textsubscript{12}mim\textsubscript{+}][C\textsubscript{8}mim\textsuperscript{-}][NTf\textsubscript{2}] mixtures. The C12 chains project overwhelmingly into vacuum and their degree of exposure is only subtly modified by composition-dependent structural reorganisation.

Essentially the same systematic composition-dependent deviations from ideality are apparent in the measured surface tensions of [C\textsubscript{12}mim\textsuperscript{+}][C\textsubscript{8}mim\textsuperscript{-}][NTf\textsubscript{2}] mixtures. Fits to surface tension based on the single-parameter Extended Langmuir model are of similar quality to those to the RAS-LIF data and imply quantitatively consistent surface compositions. We conclude that the surface tension must have a dominant contribution from the topmost molecular layer, consisting of the non-polar overlayer of C12 chains and polar underlayer of imidazolium headgroups (to some of which the C12 chains are, by construction, attached) and counterions, identified clearly in MD simulations.

However, analyses of surface tension data based on either the Sprow-Prausnitz model or the Gibbs Adsorption equation give much larger discrepancies with direct RAS-LIF measurements. Both these approaches suffer from the need to know the surface areas occupied by each component accurately, but may also rely on over-simplified physical assumptions.
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Notes and references

† Note that these values are derived from the quoted areal atomic densities, \(d\), in reference [29] using the prescribed relationship \(A_{i} = \frac{N_{i}}{d}\), where \(N_{i}\) is the number of atoms per ion pair. The molar surface areas listed in Table 1 of reference [29] appear to be too large by a factor of \(N_{i}\).


