Model selection and parameter estimation in structural dynamics using approximate Bayesian computation

Anis Ben Abdessalem *, Nikolaos Dervilis, David Wagg, Keith Worden

Dynamics Research Group, Department of Mechanical Engineering, University of Sheffield, Mappin Street, Sheffield S1 3JD, United Kingdom

Abstract

This paper will introduce the use of the approximate Bayesian computation (ABC) algorithm for model selection and parameter estimation in structural dynamics. ABC is a likelihood-free method typically used when the likelihood function is either intractable or cannot be approached in a closed form. To circumvent the evaluation of the likelihood function, simulation from a forward model is at the core of the ABC algorithm. The algorithm offers the possibility to use different metrics and summary statistics representative of the data to carry out Bayesian inference. The efficacy of the algorithm in structural dynamics is demonstrated through three different illustrative examples of nonlinear system identification: cubic and cubic-quintic models, the Bouc-Wen model and the Duffing oscillator. The obtained results suggest that ABC is a promising alternative to deal with model selection and parameter estimation issues, specifically for systems with complex behaviours.

1. Introduction

In many areas of engineering and science, researchers or engineers are dealing with model selection and comparison issues, in particular when several competing models are consistent with the selection criteria and could potentially explain the data reasonably well. In most cases, selecting the most likely model among a set of competing models may be quite challenging, often requiring a deep understanding of the physics involved. Several methods have been proposed in the literature, and arguably the most popular currently is the Bayesian approach. During the last two decades, the Bayesian approach has been successfully implemented in many areas to deal with model selection and parameter estimation issues. Compared with other statistical methods, Bayesian theory provides a comprehensive and coherent framework, and a generally applicable way to make inference about models from data. The reader can refer to the following references [1–6] and the references therein, where many varied examples illustrating the use of the Bayesian method are investigated. In the Bayesian paradigm, the best model is the one that satisfies the parsimony principle, which means the right balance between complexity of the model and goodness-of-fit. Given a number of potential models, and one or more data sets, model selection should identify the model structure and the set of parameters that may explain the data best, while simultaneously penalising overly-complex models. Different methods have been proposed in the literature for model selection based on the Bayes theory; the most popular is reversible-jump Markov chain Monte Carlo (RJ-MCMC) [7]. However, the implementation of the RJ-MCMC algorithm is quite challenging. This is because when one deals with a large number of models with different
dimensionalities, the algorithm needs to define a so-called ‘dimension-matching’ mapping law which requires additional computation. The reader is referred to [7] for details. Bayes factors [8] have been considered for a long time as the standard tools for performing Bayesian model comparison; however, these provide only a relative comparison of competing models, not the absolute values of their posterior probabilities.

Sandhu et al. [5] have proposed the use of the Metropolis-Hastings (MH) MCMC simulation and nonlinear filtering. Particle filters as the sequential importance sampling/resampling (SIS/SIR) [9] could be used to make model selection as shown in [10]. More traditional statistical methods such as the Akaike Information Criterion (IC), the Bayesian IC or the deviance IC have been extensively used and investigated in the literature also [11–14]. Essentially, the evaluation of those metrics is based on the maximum likelihood estimate and a penalty term to penalise complex models (complexity is measured usually by the number of parameters in the model). In those methods, the marginal likelihood estimation is undertaken for each model separately, and then these results are used to compute the plausibility of each model. This may be a problem, typically when one deals with a large number of competing models composed of a large number of parameters. Moreover, in the statistical methods based on the ICs, the likelihood is supposed to be very peaked, however, in problems with different types of nonlinearities, the density may be non-Gaussian (e.g., bimodal, multimodal or heavily skewed). In such cases, the ICs cannot be used to compare the candidate models, and this limits their widespread use. Another alternative to deal with model selection and parameter estimation is to use the nested sampling (NS) method proposed by Skilling [15,16]. The algorithm works by transforming the multidimensional parameter space integral into a one dimensional integral where classical numerical approximation techniques to estimate the area under a function can be applied. The algorithm has been successfully applied in various research areas [17,18].

The diversity of the methodologies proposed in the literature reflects the complexity of the model selection task; moreover, it shows that there is no universal method that can be used in any circumstances. The choice of the suitable method depends mainly on the available data to conduct Bayesian inference. In this paper, the use of the approximate Bayesian computation (ABC) algorithm is introduced as a promising alternative to deal with model selection and parameter estimation. Compared with the methods above, the ABC is more straightforward and general in the sense that there is no need to evaluate any extra criterion to discriminate between candidate models, and the inference can be performed through any suitable metric to assess the similarity between the observed and simulated data, circumventing the problem of an intractable likelihood function and the Gaussianity assumption which cannot not always be guaranteed. Moreover, in structural dynamics with complex nonlinearities, it is often the case that the hypothesis of Gaussianity is not guaranteed. Another major advantage offered by the ABC algorithm is its independence of the dimensionality of the competing models; ABC jumps between the different model spaces without the need of any mapping function to be defined, which is a major benefit in dealing with larger numbers of models. In practice, the ABC algorithm compares the competing models simultaneously, and eliminates progressively the least likely models, to converge to the most plausible one(s). The widespread use of ABC in several fields, and its efficiency to deal with model selection and parameter estimation, simultaneously motivated the current authors to investigate more the capability of the ABC to infer complex nonlinear systems in structural dynamics. The algorithm shows some attractive properties, including its flexibility to use different kinds of metrics to make system inference and its ability to explore both model and parameter spaces efficiently. The flexibility offered by the ABC algorithm is of paramount importance, as in some circumstances, the likelihood function cannot be analytically formulated or even be approached using approximate methods. Therefore, ABC by its flexibility makes inference possible for many challenging problems.

During the last decade, the ABC algorithm has been applied in many areas for both levels of inference (parameter and model): genetics [19], biology [20,21] and psychology [22]. The rapid developments and continuous improvements of the ABC algorithm attracted many other areas, and recently it has been introduced in structural dynamics by the authors for model selection [23] and parameter estimation in [24]. In [24], the authors show that the combination of the ABC principle with the subset simulation concept [25], introduced to estimate rare events, decreases the computational time and provides the same precision as other variants of the ABC algorithm proposed in the literature such as ABC sequential Monte Carlo (SMC) and ABC-MCMC [26]. In the present work, a more extensive application of ABC-SMC as an efficient tool for model selection and parameter estimation in structural dynamics is presented. ABC appears to be a promising alternative for practitioners in structural dynamics to overcome the inference problem of systems with complex behaviours which may undergo bifurcations and/or chaos.

Furthermore, ABC offers the possibility to manage larger datasets and a higher number of competing models with different dimensionalities, circumventing the limitation of RJ-MCMC. Besides the major advantages mentioned so far, the simplicity of the ABC method and its capability of extending the Bayesian framework to any computer simulation has exponentially increased its popularity. It is worth mentioning that this algorithm already takes into account the parsimony requirement because complex models with larger number of parameters will generate wider posterior distributions. As a result, models with more parameters will be more times below the ABC tolerance threshold, thus promoting simpler models. This property will be investigated in the illustrative examples presented in this work, by considering several models with different degrees of complexity and analysing the behaviour of the algorithm through the inference process.

The paper starts out with an introduction to the ABC algorithm and the selection of the different hyperparameters required for its implementation. Then, in Section 3, the application of the ABC algorithm is illustrated and investigated through three illustrative examples using simulated data and forms the core of the paper. Finally, the paper is closed with some conclusions about the strengths of the ABC method and future work.
2. Approximate Bayesian computation

In the ABC algorithm, the objective is to obtain a good and computationally affordable approximation to the posterior distribution:

$$
\pi(\xi | u^*, M) \propto f(u^* | \xi, M)\pi(\xi | M)
$$

(1)

where $M$ is the model based on a set of parameters $\xi$. $\pi(\xi | M)$ denotes the prior distribution over the parameter space and $f(u^* | \xi, M)$ is the likelihood of the observed data $u^*$ for a given parameter set $\xi$.

To overcome the issue of intractable likelihood functions encountered in various real-world problems, the ABC algorithm relies on systematic comparisons between observed and simulated data. The main principle consists of comparing the simulated data, $u$, with observed data $u^*$, and accepting simulations if a suitable distance measure between them, $\Delta(u, u^*)$, is less than a specified threshold defined by the user, $\varepsilon$. The ABC algorithm thus provides a sample from the approximate posterior of the form:

$$
\pi(\xi | u^*, M) \approx \pi(\xi | u^*, M) \propto \int f(u^* | \xi, M)\mathbb{I}(\Delta(u, u^*) \leq \varepsilon)\pi(\xi | M)\, du
$$

(2)

where $\mathbb{I}(\alpha)$ is an indicator function returning unity if the condition $\alpha$ is satisfied and a zero otherwise, when $\varepsilon$ is small enough, $\pi(\xi | u^*, M)$ is a good approximation to the true posterior distribution.

In this work, the ABC-SMC algorithm presented in [27] will be used to make Bayesian inference for model selection and parameter estimation. Generally speaking, the algorithm works as a particle filter which can be used to identify nonlinear parameter estimation. Generally speaking, the algorithm works as a particle filter which can be used to identify nonlinear parameter (set) taken to be equal to the range of the parameter in the previous population. The chosen kernel denoted by $D_{p}$ is set, one selects a model and a particle from the previous population with a covariance matrix set to the covariance of the particle population obtained in the previous iteration. For a widely used technique is to define the perturbation kernel as a multivariate Gaussian centered on the mean of the particle.

A widely used technique is to define the perturbation kernel as a multivariate Gaussian centered on the mean of the particle. It should be noted that there are a number of ways to specify the perturbation kernel in the ABC-SMC algorithm. Associated weights. The algorithm converges through a number of intermediate posterior distributions before converging to the optimal approximate posterior distribution satisfying a convergence criterion defined by the user.

Following the scheme shown in Algorithm 1, for the first iteration, one may start with an arbitrarily large tolerance threshold $\varepsilon_1$ to avoid a low acceptance rate and computational inefficacy. One selects directly from the prior distributions $\pi(m)$ and $\pi(\xi)$, evaluates the distance $\Delta(u^*, u)$, and then compares this distance to $\varepsilon_1$, in order to accept or reject the $(m, \xi)$ selection. This process is repeated until $N$ particles distributed over the competing models are accepted. One then assigns equal weights to the accepted particles for each model. For the next iterations $(t > 1)$ the tolerance thresholds are set such that $\varepsilon_1 > \varepsilon_2 > \cdots > \varepsilon_t$. The choice of the final tolerance schedule, denoted here by $\varepsilon_t$, depends mainly on the goals of the practitioner.

The dynamics by which $\varepsilon$ evolves is a matter of choice, although there is no general prescription; the tolerance threshold can be selected manually or adaptively, based on the distribution of the accepted distances in the previous iteration, $t - 1$. For instance, the threshold of the second iteration can be set to the $p$th percentile of the distances in the first iteration. This would seem to be the most common choice of tolerance threshold sequence since it is intuitive and simple to define. Both methods of selecting the tolerance thresholds sequence have been used in this work and seem to work very well in the sense that an appropriate acceptance rate is maintained over the populations. For the second strategy, it was found that a percentile between 20 and 40 is a rational choice. Then, once, $\varepsilon_2$ is set, one selects a model and a particle from the previous weighted set of particles. This particle is perturbed by a predefined kernel, again the selection of the kernel is a matter of choice. It should be noted that there are a number of ways to specify the perturbation kernel in the ABC-SMC algorithm. A widely used technique is to define the perturbation kernel as a multivariate Gaussian centered on the mean of the particle population with a covariance matrix set to the covariance of the particle population obtained in the previous iteration. For a deep discussion of various schemes for specifying the perturbation kernels, the reader is referred to [32].

In this work, the particle perturbation distribution is uniform and symmetric around 0, with the interval length (in each parameter) taken to be equal to the range of the parameter in the previous population. The chosen kernel denoted by $K_j(\xi(\xi(t-1)))$ consists of perturbing the j-th particle to any value in the interval $[-\sigma_j^t, +\sigma_j^t]$, in which $\sigma_j^t$ is given by:

$$
\sigma_j^t = \frac{1}{2} \left( \max_{1 \leq k \leq N} \{\xi_j^{(k,t-1)}\} - \min_{1 \leq k \leq N} \{\xi_j^{(k,t-1)}\} \right)
$$

(3)

Then, one calculates the distance $\Delta(u^*, u)$ compared with the new tolerance threshold and accepts the new particle if $\Delta(u^*, u) \leq \varepsilon_2$, otherwise the particle is rejected. This process is repeated until a new set of $N$ particles is assembled. One then updates the particle weights according to the kernel. The entire procedure is repeated for the subsequent iterations, until convergence is met. One simple way to ensure convergence is to impose a target threshold close to zero. Another way is to control the acceptance ratio, which is measured in each iteration. The acceptance ratio is the ratio of the number of proposals accepted by the distance threshold, to the full number of proposed particles at every step. Once this ratio for an iteration falls below the imposed threshold, the algorithm has converged and is suspended. Another method to ensure convergence is by monitoring the fractional change in the distance threshold $\varepsilon_t$ after each iteration. When the fractional change becomes smaller than some specified tolerance level, the algorithm has reached convergence.
criterion that can be used, is through the derived uncertainties of the inferred parameters measured after each iteration. When the uncertainties stabilise and show negligible variations, convergence is ensured. Finally from the last population, the approximate marginal posterior distribution for model $M$ is given by:

$$\Pr(M_t | u^*) \approx \frac{\text{Accepted particles for } M_t}{\text{Total number of particles } N}$$ (4)

As one may see, the implementation of the algorithm necessitates the selection of a number of hyperparameters. A careful choice of those hyperparameters is a crucial point since the performance of the algorithm is very dependent on them. A bad choice may lead to a prohibitive computational time and yield biased estimations.

**Algorithm 1.** ABC-SMC for model selection

- **Input:** Observed data $u^*$, $n$ competing models $M_k, N$ number of particles, tolerance threshold $\epsilon_1$, prior distributions $\pi(x)$, $\pi(M_k)$
- **Output:** Model posterior probabilities, parameter distributions

1. At iteration $t = 1$
2. for $i = 1 : N$
3. repeat
4. Select $M^* = m_k$ from the prior distribution
5. Select $\xi^*_1$ from the prior: $\pi(\xi^*_1 | m_k)$
6. Simulate $u$ from $M_k(u | \xi^*_1)$
7. until $\Delta(u^*, u) < \epsilon_1$
8. Set the particle as $M^{(i)}_1 = m_k$ and $\xi_{M_1}^{(i)} = \xi^*_1$ with weight $\omega_1^{(i)} = \frac{1}{N}$
9. end for
10. for $t = 2, \ldots, T$
11. for $i = 1, \ldots, N$
12. repeat
13. Select $M^* = m_k$ from the prior distribution.
14. Sample $\xi_{k,t-1}^{(i)}$ with corresponding weights $\omega_{k,t-1}^{(i)}$ and perturb the particle by generating $\xi^*_k$
15. Simulate $u$ from $M_k(u | \xi^*_k)$
16. until $\pi(\xi^*_k | m_k) > 0$ and $\Delta(u, u^*_k) < \epsilon_k$
17. Set the particle as $M^{(i)}_t = m_k$ and $\xi_{M_k}^{(i)} = \xi^*_k$ with weight:

$$\omega_t^{(i)} = \frac{\pi(\xi^*_k | m_k)}{\sum_{j=1}^N \omega_{k,t-1}^{(j)} K(\xi^*_k | \xi_{k,t-1}^{(j)})}$$

end for
18. For every $m_k, k = 1, \ldots, \ell$, normalise the weights
19. end for

### 3. Illustrative examples

In this section, three illustrations of the usefulness of the ABC-SMC algorithm to deal with model selection and parameter estimation issues are provided. In the first example, model selection is performed, considering the cubic and cubic-quintic oscillators as competing models. In the second example, one aims to identify the Bouc-Wen model, treated here as a model selection task. In the first two examples, the time-series are used to make inferences. In the third illustration, one considers the identification of the Duffing oscillator using the probability density function of the acceleration as the main feature to infer the model. This example serves as an illustration of the flexibility of the ABC-SMC to integrate any suitable feature and its corresponding metric to assess the similarity between observed and simulated data and to therefore make Bayesian inference.

#### 3.1. Example 1: cubic and cubic-quintic models

The cubic and cubic-quintic models denoted respectively by $M_1$ and $M_2$ are considered in this example. The equation of motion associated to each one is given by:
\begin{align}
\mathcal{M}_1 &: \quad m\ddot{y} + cy + ky + k_3y^3 = f(t) \\
\mathcal{M}_2 &: \quad m\ddot{y} + cy + ky + k_3y^3 + k_5y^5 = f(t)
\end{align}

where \( m \) is the mass, \( c \) is the damping, \( k \) is the linear stiffness, \( k_3 \) and \( k_5 \) are the non-linear stiffness coefficients. \( y \), \( \dot{y} \) and \( \ddot{y} \) are displacement, velocity and acceleration responses, respectively. The excitation \( f(t) \) is a Gaussian sequence with mean zero and standard deviation 10, as shown in Fig. 1. Here, two scenarios are considered: in the first one, one assumes that the model response is corrupted by noise while in the second, the excitation is corrupted by noise.

The training data shown in Fig. 2 was synthetically generated by integrating numerically the cubic-quintic model given by Eq. (6) using the fourth-fifth order Runge-Kutta method. The duration of measurements is \( T = 5 \) s with sampling frequency, \( f_0 = 100 \) Hz, so that the number of data points is \( n = 500 \). It should be noted that for both models, the unknown parameters are assumed to be uniformly distributed. Table 1 gives the true values used to generate the training data and their respective ranges. As one may see, vague priors are considered on parameters in order to assess the ability of the ABC-SMC method to sample effectively over a large space. A noise of 1% RMS was added to the training data (the RMS of the entire time history is 0.0088 m).

For ABC-SMC implementation, one sets the prior probabilities of each model to be equal, i.e., \( \text{Pr}(\mathcal{M}_1) = \text{Pr}(\mathcal{M}_2) = \frac{1}{2} \). A population of 1000 particles is used here, and the normalised mean square error (MSE) given by Eq. (7) is selected as a metric to measure the level of agreement between the observed and simulated data.

\[
\Delta(u^*, u) = \frac{100}{n\sigma_u^2} \sum_{i=1}^{n} (u_i^* - u_i)^2
\]

where \( n \) is the size of the training data, \( \sigma_u^2 \) is the variance of the observed displacement; \( u^* \) and \( u \) are the observed and simulated displacements given by the model, respectively. Furthermore for this example, the tolerance thresholds sequence is manually selected and given below:

\[
\epsilon_{t-1}^{19} = \{100, 80, 60, 40, 30, 20, 10, 5, 3, 2, 1, 0.5, 0.3, 0.15, 0.1, 0.075, 0.05, 0.03\}.
\]

Once the required hyperparameters are defined, ABC-SMC can now be implemented following the scheme shown in Algorithm 1 to determine the most likely model which may best fit the data.

Fig. 3 shows the model posterior probabilities over the different populations and the associated tolerance threshold. One observes that at high tolerance thresholds (\( \epsilon > 10 \)), there is no strong evidence for either model. Between populations 8 and 15, although the training data was generated from the cubic-quintic model, the algorithm tends to favour the simplest model (the cubic model). In other words, the algorithm tries at first to converge towards the most simple model. This means that the complex model with higher number of parameters is implicitly penalised. For instance, this is quite obvious at population 14, where the probability associated to the cubic model is equal to 0.797 against 0.203 for the cubic-quintic model. However, by further decreasing the tolerance threshold, it seems that the cubic model is no longer able to guarantee model prediction with sufficiently good accuracy, and for that reason, the algorithm jumps to the complex model to better accommodate the nonlinearity coming from the quintic term and satisfy the requested accuracy. At population 16 (\( \epsilon = 0.1 \)), the algorithm gives a higher evidence to the cubic-quintic model. The algorithm ends up by finding the true model at population 17 with strong evidence where the cubic model is eliminated, since at that level of precision, the model is no longer able to explain the data. In the subsequent iterations the algorithm refines the model parameter estimates associated to the true model. Fig. 4 shows the histograms of the cubic-quintic model parameters. One may observe that these histograms are well peaked around the true values from which the training data were generated. Table 2 shows the statistics related to the cubic-quintic model estimated from the last population. The results are excellent because the true values are within the (5th, 95th) percentiles. Using the mean value estimates from the last population, the prediction can now be made. Fig. 5 shows the training data and the model prediction with the 99% confidence interval. One observes a good agreement between the observed and predicted data where the MSE is equal to 0.0101. It should be noted that the 99% confidence interval is estimated from
the obtained posterior distribution of model parameters. One way to do this is to generate randomly a large number of samples, simulate the model responses and then the 99% confidence interval is found pointwise.

One may observe from Fig. 6, how the extent of model parameters evolves over populations. It is clear how by gradually decreasing the tolerance thresholds, the algorithm moves towards the true parameter values. After a few iterations, the uncertainties related to the unknown parameters start to stabilise and the algorithm converges.
As one may notice earlier from Fig. 3, based on the training data generated from the cubic-quintic model, it was very difficult to favour one model at the beginning of the algorithm. This means that both models could potentially explain the data.

To better examine the prediction capability of the cubic model, one assumes that the target tolerance is equal to 0.15 (population 15). Based on the mean parameter values obtained from that population, one may now predict the response. Fig. 7

Fig. 4. Histograms of the cubic-quintic model parameters (the red triangles show the parameter values used to generate the training data). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Table 2
Parameter estimates for the cubic-quintic model.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>True value</th>
<th>Summary statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Mean, $\mu$</td>
</tr>
<tr>
<td>$m$</td>
<td>1</td>
<td>0.9965</td>
</tr>
<tr>
<td>$c$</td>
<td>0.05</td>
<td>0.0505</td>
</tr>
<tr>
<td>$k$</td>
<td>50</td>
<td>49.5090</td>
</tr>
<tr>
<td>$k_3$</td>
<td>$10^3$</td>
<td>$1.07 \times 10^3$</td>
</tr>
<tr>
<td>$k_5$</td>
<td>$10^5$</td>
<td>$9.58 \times 10^4$</td>
</tr>
</tbody>
</table>

Fig. 5. Comparison between the observed and predicted data using the cubic-quintic model.

As one may notice earlier from Fig. 3, based on the training data generated from the cubic-quintic model, it was very difficult to favour one model at the beginning of the algorithm. This means that both models could potentially explain the data. To better examine the prediction capability of the cubic model, one assumes that the target tolerance is equal to 0.15 (population 15). Based on the mean parameter values obtained from that population, one may now predict the response. Fig. 7
shows that even the cubic model provides acceptable prediction. The estimated parameters used to predict the response are summarised in Table 3. As one may observe, the nonlinear stiffness parameter in the cubic model is overestimated to compensate for the nonlinearity coming from the quintic term. The cubic model fits the training data with accuracy $\text{MSE} = 0.0946$ while the cubic-quintic model exhibits the better $\text{MSE} = 0.0101$.

**Fig. 6.** Evolution of mean, upper and lower $2\sigma$ values of the cubic-quintic model parameters over the last populations with the true value also shown (dashed line).

**Fig. 7.** Prediction using the cubic model, $\epsilon = 0.15$. $\text{MSE} = 0.0946$. 

shows that even the cubic model provides acceptable prediction. The estimated parameters used to predict the response are summarised in Table 3. As one may observe, the nonlinear stiffness parameter in the cubic model is overestimated to compensate for the nonlinearity coming from the quintic term. The cubic model fits the training data with accuracy $\text{MSE} = 0.0946$ while the cubic-quintic model exhibits the better $\text{MSE} = 0.0101$. 
To investigate the validity of the selected model against new data, an independent data set of length 500 is synthetically generated. Fig. 8 shows the model prediction and the 99% credibility interval where one observes that the model performs perfectly well. An estimation of the MSE gives a value of 0.0171.

One important point should be highlighted in this example is the uncertainty on the cubic and quintic stiffness coefficients. From Table 2, one can see that those parameters have been inferred with large uncertainty. This is related to the selected target tolerance threshold value which is equal to 0.03 to keep the computational time reasonable. It should be noted that in the ABC algorithm in general, one usually aims to strike the right balance between the computational time and the precision on the posterior estimates. To reduce the uncertainty on the posterior estimates, one can further decrease the target tolerance threshold value to $9.4 \times 10^{-3}$. Table 4 summarises the posterior estimates from where one can see that the uncertainty on the posterior estimates has been considerably reduced. Obviously, the decrease in the target tolerance threshold value automatically increases the computational time.

In the following, one considers noisy excitation to investigate how this may impact the model selection issue. A Gaussian noise with zero mean and 5 per cent standard deviation is added to the base excitation. The same hyperparameters defined previously are used for the ABC-SMC implementation. Fig. 9 shows the model posterior probabilities over the populations. At the beginning of the algorithm, the plausibilities of the competing models are almost the same until iteration 7, then there is some evidence to suggest that the correct model is the cubic one (for instance at population 14, the posterior probability of the cubic model is 0.811 against 0.189 for the cubic-quintic). Then, at population 15 ($\varepsilon = 0.15$) the algorithm assigns nearly the same plausibility to both models before converging to the true model at population 16. Fig. 10 depicts the model prediction using the mean values estimated from the last population and the 99% confidence interval. Here the MSE = 0.0256. Table 5 summarises the statistics related to the model parameters. The obtained results are excellent, since

To investigate the validity of the selected model against new data, an independent data set of length 500 is synthetically generated. Fig. 8 shows the model prediction and the 99% credibility interval where one observes that the model performs perfectly well. An estimation of the MSE gives a value of 0.0171.

One important point should be highlighted in this example is the uncertainty on the cubic and quintic stiffness coefficients. From Table 2, one can see that those parameters have been inferred with large uncertainty. This is related to the selected target tolerance threshold value which is equal to 0.03 to keep the computational time reasonable. It should be noted that in the ABC algorithm in general, one usually aims to strike the right balance between the computational time and the precision on the posterior estimates. To reduce the uncertainty on the posterior estimates, one can further decrease the target tolerance threshold value to $9.4 \times 10^{-3}$. Table 4 summarises the posterior estimates from where one can see that the uncertainty on the posterior estimates has been considerably reduced. Obviously, the decrease in the target tolerance threshold value automatically increases the computational time.

In the following, one considers noisy excitation to investigate how this may impact the model selection issue. A Gaussian noise with zero mean and 5 per cent standard deviation is added to the base excitation. The same hyperparameters defined previously are used for the ABC-SMC implementation. Fig. 9 shows the model posterior probabilities over the populations. At the beginning of the algorithm, the plausibilities of the competing models are almost the same until iteration 7, then there is some evidence to suggest that the correct model is the cubic one (for instance at population 14, the posterior probability of the cubic model is 0.811 against 0.189 for the cubic-quintic). Then, at population 15 ($\varepsilon = 0.15$) the algorithm assigns nearly the same plausibility to both models before converging to the true model at population 16. Fig. 10 depicts the model prediction using the mean values estimated from the last population and the 99% confidence interval. Here the MSE = 0.0256. Table 5 summarises the statistics related to the model parameters. The obtained results are excellent, since
Fig. 9. Posterior probabilities for the cubic and cubic-quintic models using noisy excitation.

Fig. 10. Cubic-quintic model prediction using noisy excitation.

Table 5
Parameter estimates related to the cubic-quintic model under noisy excitation.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>True value</th>
<th>Summary statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Mean, $\mu$</td>
</tr>
<tr>
<td>$m$</td>
<td>1</td>
<td>1.0033</td>
</tr>
<tr>
<td>$c$</td>
<td>0.05</td>
<td>0.04684</td>
</tr>
<tr>
<td>$k$</td>
<td>50</td>
<td>49.7935</td>
</tr>
<tr>
<td>$k_3$</td>
<td>$10^3$</td>
<td>$1.025 \times 10^3$</td>
</tr>
<tr>
<td>$k_5$</td>
<td>$10^3$</td>
<td>$1.03 \times 10^3$</td>
</tr>
</tbody>
</table>
the true values are within the (5th, 95th) percentiles. From the same table, one can see that the cubic and quintic stiffness coefficients have been inferred with large uncertainty. As mentioned before the uncertainty on the stiffness coefficients could be more reduced by further decreasing the target tolerance threshold value.

So far, the main conclusion derived from the first example is the ability of the ABC-SMC to converge efficiently towards the true model from which the training data was generated even in the presence of noise in either the system response or the input excitation. One important feature which can be noticed is that at the beginning of the Bayesian inference, the algorithm favours simpler models which is consistent with the Bayesian philosophy and the parsimony principle. In other words, the algorithm penalises implicitly complex models. This point is fundamental in Bayesian inference to avoid overfitting issues and then to guarantee a better generalisation capability with the selected model. It is clear from this example that the ABC-SMC approach automatically enforces model parsimony without the need of any other information criteria to be evaluated.

As before, one can now evaluate the predictive performance of the selected model using an independent test data set. Fig. 11 shows the model prediction and the 99% credibility bounds where one can see that the model performs quite well. The MSE estimated on the test data set is equal to 0.0671.

3.2. Example 2: identification of a Bouc-Wen model

The identification of the Bouc-Wen (BW) model has been widely investigated in the literature by various different methods [33]. The highly nonlinear nature of the BW model, along with a large number of model parameters, has made the identification of this system a challenging task. The model has been receiving more attention in recent times due to the development of efficient numerical algorithms that can be used to identify the model parameters more accurately. Several methods have been discussed in the literature to accomplish this, including Levenberg-Marquardt [34], reduced gradient methods [35], and extended Kalman filters [36]. Due to the nonlinear nature of the problem, stochastic optimisation algorithms have also been found to be well suited. Algorithms such as genetic algorithms [37,38], particle swarm optimisation [39], and differential evolution [40] have been successfully implemented. However, optimisation algorithms provide a single optimum value, while the Bayesian inference allows users to get the full parameter distribution, yielding more important information.

3.2.1. Equations of motion

The general single-degree-of-freedom (SDOF) hysteretic system described in the terms of Wen [41], is represented below, where \( g(y, \dot{y}) \) is the polynomial part of the restoring force, \( z(y, \dot{y}) \) is the hysteretic part and \( f(t) \) is the excitation force:

\[
m\ddot{y} + g(y, \dot{y}) + z(y, \dot{y}) = f(t)
\]  

(8)

where, \( m \) is the mass, and the polynomial part of the restoring force is assumed to be linear given by the following equation:

\[
g(y, \dot{y}) = cy + ky
\]  

(9)

The hysteretic component is defined by Wen [41] via the additional equation of motion:

\[
\dot{z} = \begin{cases} 
-\alpha |y|^n - \beta |y|^n + A\dot{y}, & \text{for } n \text{ odd} \\
-\alpha |y|^{n-1}|z| - \beta |y|^n + A\dot{y}, & \text{for } n \text{ even}
\end{cases}
\]  

(10)

The parameters \( \alpha, \beta \) and \( n \) govern the shape and the smoothness of the hysteresis loop. It should be noted that the equations offer a simplification from the point of view of parameter estimation, in that the stiffness term in Eq. (9) can be combined with the \( A\dot{y} \) term in the state equation for \( z \). The reader can refer to [42] for full details.

In this example, the response output will be assumed to be displacement. The sampling interval was taken as 0.001 s, corresponding to a sampling frequency of 1000 Hz. Here, as in the first example, the excitation is Gaussian with zero mean

![Fig. 11. Cubic-quintic model prediction using test data set under noisy excitation.](image-url)
and standard deviation of 10. The exact parameter values used to generate the training data and the parameter ranges are summarised in Table 6. Fig. 12 shows the BW model response with \( n = 2 \). The training data used here were composed of 1000 points corresponding to a record duration of 1 s. Fig. 13 shows (from left to right) the hysteresis loops obtained for three different standard deviation values of the excitation equal to 10, 30 and 40.

To identify the BW model parameters, one converts the problem of parameter identification into a model selection problem for design purposes. One can illustrate the model selection problem by proposing a range of potential models: first a simple linear model is considered. Then, more complex models are defined by varying \( n \) in the equations of motion from 1 to 4. In total, five competing models are considered denoted by:

\[
\begin{align*}
\mathcal{M}_1 & : \ m\ddot{y} + c\dot{y} +Ay = f(t) \\
\mathcal{M}_2 & : \ \text{Eqs. (8) and (10), } n = 1 : 4
\end{align*}
\]

To implement the ABC-SMC algorithm, equal prior probabilities \( \Pr(\mathcal{M}_{n=1.5}) = \frac{1}{5} \) are considered. In this example, the tolerance threshold sequence is adaptively defined. It has been found after a few tests that a tolerance threshold set at the 20th percentile of the particle distances from the previous iteration maintains a quite satisfactory acceptance rate through the populations. The rest of the hyperparameters are selected as in the first example. The stopping criterion chosen here is when the difference between two consecutive tolerance thresholds is less than or equal to \( 5 \times 10^{-4} \). The obtained results are summarised below using noisy measurements; noise of RMS 1% was added to the displacement signal.

Table 6

<table>
<thead>
<tr>
<th>Parameter</th>
<th>True value</th>
<th>Lower bound</th>
<th>Upper bound</th>
</tr>
</thead>
<tbody>
<tr>
<td>( m )</td>
<td>1</td>
<td>0.1</td>
<td>10</td>
</tr>
<tr>
<td>( c )</td>
<td>20</td>
<td>2</td>
<td>200</td>
</tr>
<tr>
<td>( \alpha )</td>
<td>1.5</td>
<td>0.15</td>
<td>15</td>
</tr>
<tr>
<td>( \beta )</td>
<td>-1.5</td>
<td>-15</td>
<td>-0.15</td>
</tr>
<tr>
<td>( A )</td>
<td>6680</td>
<td>668</td>
<td>66800</td>
</tr>
</tbody>
</table>

Fig. 12. Training data from the Bouc-Wen model.

Fig. 13. Hysteresis loops in the Bouc-Wen model input-output plane for different forcing conditions.
Fig. 14. Model posterior probabilities of the Bouc-Wen model over the populations.

Fig. 15. Histograms of the identified Bouc-Wen model parameters (the red triangles show the true values). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
Fig. 14 shows how ABC-SMC eliminates the least likely models progressively. One may observe that $M_5$ is the first one to be eliminated which means that it is inadequate to explain the data. Next, the linear model is eliminated one population after. The models $M_2$ to $M_4$ seem the most likely candidates to explain the data since after eliminating $M_5$ and $M_1$, it seems quite difficult to favour one model over another. One may observe from Fig. 14 that only at population 18 ($e = 0.0058$), does the algorithm start to favour $M_3$. This would suggest that even $M_2$ and $M_4$ may explain the data reasonably well with a preference for $M_3$. The algorithm identifies with an obvious evidence, the true model at population 19 ($e = 0.0042$).

Fig. 15 shows the histograms of the model parameter values, in which one can see a visible bias on all the parameter estimates except $b$ because of the noise in the training data. From the last population, one may estimate the parameter statistics related to the selected model (see, Table 7). The training data and the model prediction with the 99% confidence interval are shown in Fig. 16 from where one can see a sufficient accuracy. The estimation of the MSE gives a value equal to 0.0024.

Once again, the ABC-SMC algorithm is shown to be efficient in problems with a relatively large number of competing models and more importantly when those competing models are quite similar. As one may observe from Fig. 14, $M_2$ and $M_4$ are simultaneously eliminated at population 18 with closer posterior probabilities (0.182 for $M_2$ against 0.174 for $M_4$). To further investigate which model is more plausible in order to provide a rational rank and to gain confidence in model posterior probabilities, a number of simulations are carried out (20 in this case). Fig. 17 shows the box-plots of the posterior model probabilities over a few populations. Clearly, the posterior model probabilities are quite repeatable with acceptable variation levels. One may observe that overall, the variations of the posterior model probabilities decrease over the populations. Finally, the simulations show that $M_2$ is more plausible than $M_4$ which validates the results obtained from a single simulation.

Once the model is selected and its parameters are estimated, it can now be used to make predictions on new unseen data. To do so, a test data set of length 1000 is synthetically generated. Fig. 18 shows the model prediction with the 99% credibility interval. The result shows a good agreement between the test data set and the model prediction. An estimation of the MSE gives a value of 0.007.

Based on the examples presented so far, it is clear that ABC-SMC deals well with model selection and parameter estimation. In the first two examples, the MSE based on the time series has been used to measure the similarity between the observed and simulated data. The next example, will investigate in more detail, the flexibility of ABC-SMC to infer system

Table 7
Bouc-Wen model parameter estimates from the last population.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>True value</th>
<th>Summary statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Mean, $\mu$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Std. Dev., $\sigma$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[5th, 95th] percentiles</td>
</tr>
<tr>
<td>$m$</td>
<td>1</td>
<td>0.9976</td>
</tr>
<tr>
<td>$c$</td>
<td>20</td>
<td>19.965</td>
</tr>
<tr>
<td>$z$</td>
<td>1.5</td>
<td>1.6339</td>
</tr>
<tr>
<td>$\beta$</td>
<td>–1.5</td>
<td>–1.5005</td>
</tr>
<tr>
<td>$A$</td>
<td>6680</td>
<td>6665.1173</td>
</tr>
</tbody>
</table>

Fig. 16. Comparison between the training and predicted data using the Bouc-Wen model.
models by using other features and through different metrics to measure the similarity between observed and simulated data.

3.3. Example 3: Duffing oscillator

The final example is about the identification of a Duffing oscillator without linear stiffness. In this case, the system may bifurcate and show a high sensitivity to small variations that may affect the parameters. Through this example, we aim to
Fig. 18. Bouc-Wen model prediction using test data set.

Fig. 19. Comparison between the Duffing oscillator responses using the true and perturbed parameters.

Table 8
True and perturbed parameters used for the Duffing oscillator.

<table>
<thead>
<tr>
<th></th>
<th>m</th>
<th>c</th>
<th>( k_3 )</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>True parameters</td>
<td>1.000</td>
<td>0.05</td>
<td>1.000</td>
<td></td>
</tr>
<tr>
<td>Perturbed parameters</td>
<td>0.999</td>
<td>0.0489</td>
<td>1.005</td>
<td>32.1707</td>
</tr>
</tbody>
</table>

Fig. 20. Comparison between the acceleration PDFs using the Duffing oscillator with the true and perturbed set of parameters.
investigate the potential of the ABC-SMC algorithm to deal with such complex scenarios by choosing a suitable feature and a corresponding metric to make inference possible. The Duffing oscillator considered here is given by Eq. (13):

\[ m\ddot{y} + cy + k_3 y^3 = f(t) \]  (13)

where \( m \) is the mass, \( c \) is the damping coefficient and \( k_3 \) is the nonlinear stiffness, \( f(t) \) is a Gaussian input force.

Fig. 19 shows the displacement output of the Duffing oscillator using the true and perturbed set of parameters shown in Table 8. It should be noted that the perturbed values were obtained from the system output using the restoring force surface method [43]. One observes a clear divergence (the grey band in Fig. 19) which means that the perturbed parameters that could be a potential solution for the system would be rejected. This is a typical example where the classical Bayesian inference based on the time-series data and a Gaussian likelihood function cannot perform well. Here, it is demonstrated how ABC-SMC can deal with such a challenging situation and infer the model by selecting a suitable feature and a corresponding metric to measure the level of agreement between observed and simulated data.

In this illustrative example, it was found that the probability density function (PDF) of the acceleration is insensitive to small changes and thus can be used as a main feature to make inference. Fig. 20 depicts the PDFs of the acceleration using initial and perturbed sets of parameters. It is clear that the acceleration PDF is a promising feature since it remains nearly invariant when input parameters are subjected to small changes. As one may see from the same figure, the variation is mainly visible on the tails of the distributions which gives small impact on the metric value. This means that the PDF of the acceleration might serve as a robust feature to infer the Duffing oscillator. The Euclidean distance between the observed and simulated PDFs, given by Eq. (14), is used to measure the degree of agreement. Of course, the inference can be carried out using other kinds of features, for instance, it was shown in [44] that the spectrum is also insensitive to small parameter variations, which means that it can be used as a basis for comparison. In the same way, various metrics such as the Kullback-Leibler divergence [45] or the maximum mean discrepancy [46] for instance, can be used to measure the similarity/dissimilarity between two PDFs.

\[ \Delta(p_i^j, \tilde{p}_i^j) = \left[ \sum_{l=1}^{n} \left( \log(p_i^j) - \log(\tilde{p}_i^j) \right) \right]^2 \]  (14)

where \( p_i^j \) and \( \tilde{p}_i^j \) are the probabilities associated with the observed and simulated data, respectively.

In the final example, model selection is again pursued to infer the Duffing oscillator model (denoted here by \( M_2 \)). This is illustrated by considering the linear model (denoted here by \( M_1 \)) as another potential candidate. For ABC-SMC implementation, one keeps the same hyperparameters with a total number of iterations set to 25. As in the previous examples, the
acceleration was corrupted by noise, a 1% RMS of the response is added to the signal. Fig. 21 shows the model posterior probabilities over the populations. After a few populations, the algorithm converges to the correct model as expected, precisely at population 6. From population 7 to population 25 the algorithm refines the model parameter estimates.

Fig. 22 shows in the logarithmic scale the PDF of the true response and the predicted ones obtained from Monte Carlo simulations (MCS) (1000 realisations) over a few populations. One observes how by decreasing gradually the tolerance schedule value, one gains confidence in the prediction.

Fig. 23. True and predicted PDFs of the acceleration using MCS for the Duffing oscillator.

Fig. 23. Histograms of the Duffing oscillator parameters (the red triangles show the true values). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
Fig. 23 shows the histograms of the Duffing oscillator parameters. One may observe that the obtained histograms are well peaked in the true values. Fig. 24 shows the observed and predicted PDFs of the acceleration in the logarithmic scale, in which a good agreement is shown (the 99% confidence interval is not shown here as it is indistinguishable from the plotted responses). This example shows that the PDF of the acceleration can be used as a robust feature to infer the Duffing oscillator model. One can see from Table 9 that the original parameters are accurately estimated.

In short, this example demonstrates that the acceleration PDF remains invariant when the Duffing oscillator undergoes small changes in parameters. Thus, the acceleration PDF can be used as a feature to perform model selection and parameter estimation in a Bayesian framework, unlike the time-series error. Despite its simplicity, this example shows many interesting and promising aspects of the ABC-SMC algorithm to deal efficiently with model selection and parameter estimation by introducing new features as a basis for comparison to infer complex system models.

4. Conclusion

Through different illustrative examples, it has been demonstrated that the ABC-SMC algorithm is an excellent way to deal with model selection and parameter estimation issues with some advantages over traditional Bayesian methods in the specific circumstances described in this paper. The ABC-SMC algorithm has several very useful properties: (i) ease of implementation, (ii) generality of application and (iii) the ability to deal with model selection for larger numbers of models in a straightforward way. The flexibility offered by ABC-SMC can be useful to infer systems with complex behaviours using different kinds of features for systems with larger datasets, from which one may extract useful summary statistics.

In conclusion, the algorithm was capable of estimating the parameters of three different dynamical systems efficiently by using different kinds of features and metrics. Hence, ABC-SMC offers a new possibility for model selection and parameter estimation for dynamical systems in an efficient way. Scope for future work is vast, including the replacement of the simulation by a surrogate model to reduce the computational requirements and speed up the algorithm for more challenging situations. In addition, the development of “good” features, insensitive to small variations to deal with model selection and parameter estimation efficiently, can be used in a more challenging context, such as model validation. Finally, we hope that the present paper will fuel further studies in the structural dynamics community on more realistic case studies.

Acknowledgements

The support of the UK Engineering and Physical Sciences Research Council (EPSRC) through grant reference No. EP/K003836/1 is greatly acknowledged.

Table 9
Model parameter estimates of the Duffing oscillator.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>True value</th>
<th>Summary statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Mean, $\mu$</td>
</tr>
<tr>
<td>m</td>
<td>1</td>
<td>1.0000</td>
</tr>
<tr>
<td>c</td>
<td>0.05</td>
<td>0.0500</td>
</tr>
<tr>
<td>$k_1$</td>
<td>1</td>
<td>1.0001</td>
</tr>
</tbody>
</table>

Fig. 23 shows the histograms of the Duffing oscillator parameters. One may observe that the obtained histograms are well peaked in the true values. Fig. 24 shows the observed and predicted PDFs of the acceleration using the Duffing oscillator.

Fig. 24. Comparison between the true and predicted PDFs of the acceleration using the Duffing oscillator.