
Fuel xxx (2017) xxx–xxx
Contents lists available at ScienceDirect

Fuel

journal homepage: www.elsevier .com/locate / fuel
Full Length Article
Multi-mode combustion process monitoring on a pulverised fuel
combustion test facility based on flame imaging and random weight
network techniques
http://dx.doi.org/10.1016/j.fuel.2017.03.091
0016-2361/� 2017 Published by Elsevier Ltd.

⇑ Corresponding author.
E-mail addresses: xb9@kent.ac.uk (X. Bai), g.lu@kent.ac.uk (G. Lu), m.hossain@

kent.ac.uk (M.M. Hossain), j.szuhanszki@sheffield.ac.uk (J. Szuhánszki), s.daood@
sheffield.ac.uk (S.S. Daood), w.nimmo@sheffield.ac.uk (W. Nimmo), y.yan@kent.ac.uk
(Y. Yan), m.pourkashanian@sheffield.ac.uk (M. Pourkashanian).

Please cite this article in press as: Bai X et al. Multi-mode combustion process monitoring on a pulverised fuel combustion test facility based on
imaging and random weight network techniques. Fuel (2017), http://dx.doi.org/10.1016/j.fuel.2017.03.091
Xiaojing Bai a,b, Gang Lu b,⇑, Md Moinul Hossain b, Janos Szuhánszki c, Syed Sheraz Daood c, William Nimmo c,
Yong Yan b, Mohamed Pourkashanian c

a School of Control and Computer Engineering, North China Electric Power University, Beijing 102206, China
b School of Engineering and Digital Arts, University of Kent, Canterbury, Kent CT2 7NT, UK
cEnergy 2050 Group, Department of Mechanical Engineering, University of Sheffield, Sheffield S10 2TN, UK

a r t i c l e i n f o
Article history:
Received 13 October 2016
Received in revised form 28 March 2017
Accepted 29 March 2017
Available online xxxx

Keywords:
Fossil fuel combustion
Multi-mode process monitoring
Flame image
Principal components analysis
Random weight network
a b s t r a c t

Combustion systems need to be operated under a range of different conditions to meet fluctuating energy
demands. Reliable monitoring of the combustion process is crucial for combustion control and optimisa-
tion under such variable conditions. In this paper, a monitoring method for variable combustion condi-
tions is proposed by combining digital imaging, PCA-RWN (Principal Component Analysis and Random
Weight Network) techniques. Based on flame images acquired using a digital imaging system, the mean
intensity values of RGB (Red, Green, and Blue) image components and texture descriptors computed
based on the grey-level co-occurrence matrix are used as the colour and texture features of flame images.
These features are treated as the input variables of the proposed PCA-RWNmodel for multi-mode process
monitoring. In the proposed model, the PCA is used to extract the principal component features of input
vectors. By establishing the RWNmodel for an appropriate principal component subspace, the computing
load of recognising combustion operation conditions is significantly reduced. In addition, Hotelling’s T2

and SPE (Squared Prediction Error) statistics of the corresponding operation conditions are calculated
to identify the abnormalities of the combustion. The proposed approach is evaluated using flame image
datasets obtained on the PACT 250 kW Air/Oxy-fuel Combustion Test Facility (PACT 250 kW Air/Oxy-fuel
CTF). Variable operation conditions were achieved by changing the primary air and SA/TA (Secondary Air
to Territory Air) splits. The results demonstrate that, for the operation conditions examined, the condition
recognition success rate of the proposed PCA-RWN model is over 91%, which outperforms other machine
learning classifiers with a reduced training time. The results also show that the abnormal conditions exhi-
bit different oscillation frequencies from the normal conditions, and the T2 and SPE statistics are capable
of detecting such abnormalities.

� 2017 Published by Elsevier Ltd.
1. Introduction

In power generation industries, boilers are required to operate
under optimised conditions to maintain high combustion effi-
ciency and low emissions. Abnormal combustion states caused
by drifts or faults in a combustion system can result in not only
reduced efficiency and increased emissions but also enormous neg-
ative impact on the health of the system. The recent trend of using
a variety of fuels, including low-quality coals, coal blends, and co-
firing biomass and coal, has further exacerbated this issue [1,2].
Hence, the combustion process monitoring has received consider-
able attention.

Flame imaging incorporating soft-computing algorithms is con-
sidered to be a promising technical approach to monitoring the
combustion process as it provides the operators with reliable, 2-
D (two-dimensional) measurements about the furnace [3]. Several
studies have been carried out for combustion process monitoring
based on flame imaging techniques. Sun et al. [1] applied KPCA
(Kernel Principal Component Analysis) for the diagnosis of abnor-
mal operation conditions on a heavy oil-fired combustion test
facility. Chen et al. [4] proposed an online predictive technique
flame
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for furnace performance monitoring based on dynamic imaging
and the combination of Hidden Markov Model and multiway
PCA. Li et al. [3] and Chen et al. [5] constructed an extreme learning
machine using flame image features to recognise the burning state
(i.e., over burning, normal burning, or under burning) in a rotary
kiln. Wang and Ren [6] also suggested a flame imaging and
machine learning based method for recognising combustion condi-
tions in a pulverised coal-fired rotary kiln. These methods are
designed for detecting the process under individual operation
conditions, i.e., the single-mode process where only a normal con-
dition is considered.

However, modern combustion systems often operate under
variable conditions (i.e., multi-mode process) according to the
demand for energy. This means that the combustion process can
be normal or abnormal under each condition. The single-mode pro-
cess monitoring method will fail to distinguish abnormalities from
normal deviations in a multi-mode process. Therefore, multi-mode
process monitoring techniques are required to recognise reliably
the operation condition and assess the state (normal or abnormal)
of the process under variable operation conditions. Existing multi-
mode monitoring approaches can be divided into three categories,
i.e. global-model, adaptive-model and local-model. The global-
model builds generally an uniform model for all operations to
achieve the process monitoring. Shang et al. [7] used slow feature
analysis and classical statistics for the concurrent monitoring of
operation condition deviations and process dynamics anomalies.
Ma et al. [8] and Wang et al. [9] employed the standardisation
method to transform the multi-mode data to an uniform distribu-
tion, which then incorporates a PCAmodel for the fault detection of
multi-mode processes. Whereas, describing all kinds of operation
conditions through an uniform model is challenging, especially
for the conditions with significant distinction. The adaptive model
adjusts model parameters adaptively and updates the model with
operation conditions [10,11]. Lee et al. [10] extracted process
knowledge based on if-then rules for detecting the change in oper-
ation conditions. Ge and Song [12] proposed an adaptive local
model approach to online monitoring of nonlinear multiple mode
processes with non-Gaussian information. In an adaptive model,
the modelling update speed is essential and the monitoring
performance is mainly determined by the model selection. In a
multi-mode combustion process, however, some conditions show
significant differences and the dynamic behaviours of flames lead
to the complexity of the features extracted from flame images. It
is thus very difficult to build appropriate global or adaptive models
to achieve multi-mode process monitoring in a combustion
system. The local model recognises the operation conditions using
clustering methods and builds multiple models for each operation
condition to assess the state. Feital et al. [13] presented a multi-
modal modelling and monitoring method for multivariate multi-
modal processes based on the maximum likelihood PCA and a
component-wise identification of operating modes. Yang et al.
[14] proposed an aligned mixture probabilistic PCA to exploit
within-mode correlations for the fault detection of multi-mode
chemical processes. However, in flame imaging based combustion
monitoring, the features extracted from flame images, which are
considered as input variables, suffer from various noises from
either the imaging system or the combustion process as well as
abnormalities in the combustion process. As a consequence, it is
challenging to determine the most suitable model for every new
sample using the existing multi-mode monitoring approaches.
Appropriate methods are therefore required for recognising the
combustion operation conditions and detecting the combustion
state.

In this paper, a flame imaging and PCA-RWN (PCA-Random
Weight Network) based multi-mode technique is proposed to
achieve combustion process monitoring under variable conditions.
Please cite this article in press as: Bai X et al. Multi-mode combustion proces
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In the PCA-RWN model, a global PCA model for all operation con-
ditions is built to extract the features from flame images, and an
RWN model is constructed for recognising the operation condi-
tions. Cross-validation is used to select the optimal number of
principal components of the PCA and the hidden nodes of the
RWN. The PCA-RWNmodel can reduce significantly the computing
overhead of the RWN model. This is achieved by dividing the
inputs of the RWN model into a PCA based feature space and the
optimised number of principal components are adaptively selected
to obtain the optimal recognition performance of operation
conditions. Following the recognition of the operation condition,
Hotelling’s T2 and SPE are used to detect the combustion abnormal-
ities. The performance of the proposed technique is evaluated
using flame images obtained on the PACT 250 kW Air/Oxy-fuel
CTF at the UKCCSRC PACT (Pilot Scale Advanced Capture Technol-
ogy) Core Facilities. Experimental results show that the proposed
PCA-RWN based multi-mode process monitoring method is feasi-
ble and effective for detecting the abnormalities of combustion
processes under variable operations.
2. Methodology

2.1. Overall strategy

Fig. 1 shows the scheme of the PCA-RWN based multi-mode
combustion process monitoring method. The scheme has three
main steps, i.e. feature calculation, feature extraction and process
monitoring. Firstly, flame images are pre-processed to reduce the
noises by employing a moving average filter. Filtered flame images
are then used to compute the colour and texture features of the
flame. Secondly, the PCA model is built to extract the useful feature
variables from the calculated features of the filtered flame images.
Principal component feature spaces with different numbers of
principal components are then considered, and the extracted fea-
tures with various dimensions are taken as the inputs of the
RWN model to perform the fitting tasks. Subsequently, processing
is taken to search for the minimum-error and to select the well-
trained RWN with the optimal numbers of principal components
and hidden nodes according to the fitting errors of the RWNmodel.
By using the certain well-trained PCA-RWN, the combustion
operation condition of the targeted test flame image is recognised,
and multiple variable statistics indices, the T2 and SPE (Squared
Prediction Error), are finally calculated to identify the state.

2.2. Principal component analysis based feature extraction

In general, as one essential step in the flame visualisation, flame
images are segmented to identify the flame regions using edge
detection or other grey-level threshold methods [15]. Regarding
coal combustion under variable operation conditions, it is very
challenging to allocate precisely the boundary of the flame region
in a very short time due to the dynamic nature of the flame. The
inaccurate segmentation of the flame region will lead to inaccurate
feature extraction, and thus poor monitoring performance. In this
study, therefore, the colour and texture features of flame images
are computed without any prior image segmentation. In this
way, the adverse effects of flame image processing are significantly
reduced. The colour features and texture features are calculated as
follows:

Step 1. Original flame images need to be filtered to reduce noise
using a moving average filter [16]. The i-th filtered image, �Ii, is rep-
resented as,

�Ii ¼ 1
w

Xw�1

s¼0

Ii�s; ð1Þ
s monitoring on a pulverised fuel combustion test facility based on flame
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Fig. 1. Scheme of PCA-RWN based multi-mode combustion process monitoring.
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where Ii represents the corresponding original flame image to the
i-th filtered image. w is the number of images used in the moving
average filter. In this study, w is selected as 10 based on a number
of trials to ensure that noise in the images is effectively removed
within the period of acceptable processing time.

Step 2. Assume colour features fr, fg and fb are the mean inten-
sity values of R (Red), G (Green), and B (Blue) images of the flame,
respectively, the colour features are then calculated as,

f c ¼
Xu

p¼1

Xv
q¼1

icðp; qÞ=u=v ; c 2 fr; g; bg; ð2Þ

where ir, ig, and ib stand for the intensity matrices of R, G, and B
images, respectively. u and v are the height and width of the flame
image, respectively. p and q indicate the pixel position in the flame
image (p = 1, 2,. . ., u, and q = 1, 2,. . ., v), respectively.

Step 3. A total of 14 texture features based on the grey-level co-
occurrence matrix proposed by Haralick et al. [17] are introduced,
i.e., energy (f1), contrast (f2), correlation (f3), sum of variance
squares (f4), inverse difference moment (f5), sum average (f6),
sum variance (f7), sum entropy (f8), entropy (f9), difference variance
(f10), difference entropy (f11), information measure of correlation I
(f12), information measure of correlation II (f13), and the maximum
probability (f14). These features represent the texture characteris-
tics of flame images and have been found effective in flame
classification [6,18]. A more detailed description and associated
calculation of the grey-level co-occurrence matrix based texture
features can be found in [6] and [17].

Therefore, for a filtered flame image, the feature vector of i-th
flame image, di, is defined as,

di ¼ ½f ðiÞr ; f ðiÞg ; f ðiÞb ; f ðiÞ1 ; :::; f ðiÞ14� 2 RN;N ¼ 17 ð3Þ

The feature matrix for the s-th (s = 1, 2,. . ., S, S is the number of
total conditions) condition, Ds, is denoted as,

Ds ¼ ½dT
s1;d

T
s2; :::;d

T
sms

�; ð4Þ

where ms stands for the sample number under the s condition. As a
multivariate statistic model, the PCA model is employed to project
the feature space of flame images into two orthogonal subspaces
and reduce the dimension of feature vectors. Based on the
vectors of image features shown in (3) and (4), the PCA model is
described as,

XP0 þ E ¼ D :¼ ½D1;D2; :::;DS�T; ð5Þ
Please cite this article in press as: Bai X et al. Multi-mode combustion proces
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where X stands for the score matrix, P the loading matrix, and E the
residual matrix. The singular value decomposition of the correlation
matrix of D [19], i.e. N, is given by

UKUT ¼ N :¼ DDT=m; ð6Þ
where U=[u1, u2, . . ., uN] represents an N � N unitary matrix, K is
the diagonal matrix of eigenvalues, m =m1 +m2 + . . . +ms. If the
number of principal components is n, the loading matrix P: = Pn is
represented as the matrix consisting of the front n eigenvectors,
marked as Pn = [u1, u2, . . ., un]. The principal component informa-
tion, i.e. the score matrix X, of D is calculated as,

X ¼ DPn: ð7Þ
2.3. Random weight network (RWN)

A RWN was originally proposed in [20,21], where it was named
as Extreme Learning Machine, for training a Feed-forward Neural
Network, especially a Single-Hidden-Layer Feed-forward Network.
In the RWN, parts of the hidden-node parameters are randomly
generated based on probability distributions rather than well-
tuned according to learning algorithms [22,23]. The RWN has
shown prominent performances at a much faster learning speed
with less human intervention in both theory and applications.

Let fxi; yigmi¼1 be the given training samples with inputs xi 2 Rn

and target outputs yi 2 RM , whereM is the dimension of the output.
Let oi 2 RM denote the real outputs of i-th training sample in RWN
model. The random weight network model is represented as,

XL

j¼1

bjUðxjxTi þ bjÞ ¼ oi; i ¼ 1; 2; � � � ; m; ð8Þ

where L stands for the number of hidden nodes in the RWN model,
U(.) stands for the activation function,xj 2 Rn and bj 2 RM represent
the input and output weights of the j-th hidden node, respectively,
bj is the threshold of the j-th hidden node. The training processing is
to obtain the optimal output weight matrix b̂, which can minimise
the empirical error of the RWN model, i.e.,

b̂ ¼ argmin
b

Xm

j¼1

koiðbÞ � yik22: ð9Þ

Therefore, the output weight matrix b̂ is calculated by,

b̂ ¼ HyO; ð10Þ
s monitoring on a pulverised fuel combustion test facility based on flame
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where Hy stands for the Moore-Penrose generalised inverse of H
[22], and H is,

H ¼
/ðx1x1 þ b1Þ � � � /ðxLxa þ bLÞ
..
. . .

. ..
.

/ðx1xm þ b1Þ � � � /ðxLxm þ bLÞ

2
664

3
775; ð11Þ

and,

O ¼ ½oT
1;o

T
2; . . . ; o

T
m�T 2 Rm�M ð12Þ
2.4. PCA-RWN based combustion process monitoring

As described in the previous sections, the colour and texture
features are calculated from filtered flame images, as given in (3).
In order to recognise combustion operation conditions, row vectors
in score matrix X in (7), i.e. the features extracted by the PCA, are
treated as the inputs of the RWN model. Assume the dimension of
original feature vectors is N, the number of principal components is
n, and the output dimension is 1, for a sample in s-th operation
condition, the inputs and target outputs of the RWN model is
expressed as,

fðxðnÞi ; yðnÞi ÞjxðnÞi ¼ diPn 2 Rn; yðnÞi ¼ s 2 RgN;Sn¼1;s¼1; ð13Þ

where S stands for the total number of combustion conditions.

2.4.1. PCA-RWN based operation condition recognition
A parallel model structure with N irrelevant single RWNmodels

is constructed using the different number of input vectors. The n-th
RWN model in the model structure can be represented as,

XL

j¼1

bðnÞ
j UðxðnÞ

j xðnÞ
T

i þ bðnÞ
j Þ ¼ oi; ; ð14Þ

where bj
(n), xj

(n) and bj
(n) are the output weight, input weight and

threshold of j-th hidden node in the n-th RWN model, respectively.
{xi(n)} stand for the input vectors. All RWN models share the same
outputs {oi}, the number of hidden nodes L, and activation function
U(.), i = 1, . . ., m, j = 1,. . ., L, n = 1, . . ., N. The RWN models are built
through the following steps,

� Calculate the loading matrices {Pn} with the different numbers
of principal components, and initialise the input vectors
{xi(n)=diPn} and output vectors {oi}, i = 1, . . ., m, n = 1, . . ., N.

� Assign randomly the input weights xj
(n) and thresholds bj

(n) of
the N single RWN models, respectively, j = 1, . . ., L, n = 1, . . ., N.

� Calculate the hidden layer output matrices H(n) of the N single
RWN models, respectively, n = 1, . . ., N.

� Calculate the output weights of the N single RWN models as,

b̂ðnÞ ¼ HðnÞyO, n = 1, . . ., N.
� Select the well-trained RWN with the optimal number of prin-
cipal components and hidden nodes.

In order to make sure that the selected PCA-RWN model has
satisfactory performance and robustness, k-fold cross validation
[24] is used to determine the appropriate RWN model and the
parameters of the PCA-RWN model. In the k-fold cross valida-
tion, the training samples are randomly split into k mutually
exclusive subsets (the folds) of equal size. The model is trained
and tested for k times, and for each time, the model is trained
by k-1 subsets and tested by the rest. The cross-validation
estimator, ECV, which indicates the average error of operation
condition recognition committed by the n-th PCA-RWN, is calcu-
lated by,
Please cite this article in press as: Bai X et al. Multi-mode combustion proces
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ECV ðL;nÞ ¼ 1
m

Xm

i¼1

joðnÞi ðbLÞ � yij ð15Þ

The optimal principal components n0 and hidden nodes number
L0 are selected using,

½L0;n0� ¼ argmin
L;n

½ECV ðL;nÞ� ð16Þ

The final well-trained model is,

o�i :¼ u�ðxiÞ ¼
XL0
j¼1

b̂ðn0Þ
j Uðxðn0Þ

j xTi þ bðn0Þ
j Þ; ð17Þ

where oi
⁄ stands for the final outputs of i-th training sample.

2.4.2. State identification based on T2 and SPE statistics
T2 and SPE are calculated and compared with their control lim-

its to assess the state of the combustion, following the recognition
of the operation condition. T2 and SPE are defined as [25],

T2
s ¼ jjK�1=2

sn PT
sxjj22 6 d2s ; ð18Þ

SPEs ¼ jjx� PsP
T
sxjj22 6 v2

s ; ð19Þ
whereKs is the diagonal matrix of eigenvalues of the corresponding
condition, Ps is the loading matrix. d2s stands for the T2

s statistic con-
trol limit of the s-th operation condition and v2

s is the control limit
of SPEs. A detailed description of d2s and v2

s calculations can be found
in [19]. The statistics will be above the control limits if there are
abnormalities, and vice versa, and therefore the monitoring of the
combustion process state is achieved.

3. Results and discussion

3.1. Experimental setup and test conditions

In order to evaluate the proposed PCA-RWNmodel for monitor-
ing the combustion conditions, experimental tests were carried out
on the PACT 250 kW Air/Oxy-fuel CTF located at the UKCCSRC PACT
Core Facilities. Fig. 2 shows the overview of the CTF and the instal-
lation of the flame imaging system. The CTF consists of a down
fired single burner furnace with an inner diameter of 0.9 m. The
burner, mounted on top of the rig inside the quarl section, is a
scaled version of a commercial Low-NOx burner with a primary
annulus for introducing pulverised fuel and carrier gas. The swirled
secondary and tertiary annuli are to deliver the rest of the oxidizer
to ensure the completion of the combustion. The burner is also
equipped with an internal air splitting system to control the
secondary and tertiary air (SA/TA) ratio.

The flame imaging system used [1] consists of an optical probe
(protected by a water-air cooled jacket) and an industrial RGB dig-
ital camera with a resolution of 256 � 320 pixels and a frame rate
up to 200 frames per second. The probe was installed at the view-
port on the section of the furnace. It is equipped with a 90� angle of
view objective lens, which allows the burner quarl and primary
reaction zone of flame to be fully visualized.

Two test programmes were conducted using the pulverised El
Cerrejon coal. The ultimate and proximate analysis along with
calorific value data of the coal tested are summarised in Table 1.
During the tests, the fuel loading was maintained at the 200 kWth

firing rate, and target exit O2 concentration was 3.5% on a dry basis.
In the first test, three different primary air supplies were used, with
the primary air flows of 18%, 20%, and 22% to the total air flow. In
the second test, five different SA/TA split positions were examined,
utilising the burner’s internal SA/TA split slide. At the initial SA/TA
split position ‘0’, all flow went through the secondary annulus,
whereas with an increasing split position the SA/TA ratio
s monitoring on a pulverised fuel combustion test facility based on flame
g/10.1016/j.fuel.2017.03.091
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Table 2
Test programmes.

Test Primary
air (%)

SA/TA split position
(SA/TA ratio)

1 18
20 3 (48/55)
22

2 1
2

20 3 (48/55)
4 (45/55)
5

Fig. 2. Experimental setup.

Table 1
Ultimate and proximate analysis and calorific value data of the El Cerrejon coal.

Ultimate analysis
(%, as received)

Proximate analysis
(%, as received)

Carbon 73.57 Fixed carbon 54.92
Hydrogen 5.04 Volatile matter 37.84
Oxygen (by diff.) 11.31 Ash 1.43
Nitrogen 2.47 Moisture 5.81
Sulphur 0.37
Gross calorific value (MJ/kg) 30.79
Net calorific value (MJ/kg) 29.57
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decreases. CFD (Computational Fluid Dynamics) simulations were
used to determine the SA/TA flows at the typically used split posi-
tions of 3 and 4 to be 48/55 and 45/55, respectively [26]. The
detailed test programmes are illustrated in Table 2. Fig. 3 shows
the flame images captured for different primary air flows under
the furnace load of 200 kW and SA/TA split 3 whilst Fig. 4 presents
18% 20%

Fig. 3. Flame images for different primary air

Please cite this article in press as: Bai X et al. Multi-mode combustion proces
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the flame images for different SA/TA splitter positions under the
furnace load of 200 kW and the primary air of 20%. Note, in this
study, all the computations were carried out in Matlab R2015a
environment in a personal computer with an i5-63317U processor,
1.7 GHz CPU and 4 GB RAM.

3.2. Combustion process monitoring for different primary air flows

In Test 1 (Table 2), flame image features calculated from 2800
flame images for each condition, as shown in Table 2, were used
as the training data of the proposed PCA-RWNmodel. 14-fold cross
validation was introduced to select the proper parameters of the
PCA-RWN model to ensure satisfactory performance of the condi-
tion recognition, i.e. the number of principal components and
hidden nodes. The cross-validation estimator of 14 trials is shown
in Fig. 5.

It can be seen that the cross-validation estimator of the PCA-
RWN is strongly related to the numbers of principal components
and hidden nodes. With the increase of hidden node number, the
cross-validation estimator decreases in general. The cross-
validation estimator remains constant around 0.13 with slight
disturbances when the number of hidden nodes reaches to 20. In
addition, it decreases with the number of principal components
and achieves the bottom when the principal component number
is 8 with 25 hidden nodes, with which the optimal performance
of the proposed PCA-RWN is reached. Then, the cross-validation
estimator decreases when the number of principal components is
in the range of 9 to 17, which is possibly because the increased
principal components may introduce more noise and abnormali-
ties. In the PCA-RWN model studied, the optimal number of prin-
cipal components is 8 and the number of hidden nodes is 25.
22%

flows under the SA/TA split of 3 (48/55).

s monitoring on a pulverised fuel combustion test facility based on flame
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Fig. 6. Operation condition recognition under different primary air flows.

Fig. 7. State monitoring under different primary air flows.

1 2 3 4 5

Fig. 4. Flame images for different SA/TA splits under the primary air of 20%.

Fig. 5. Cross-validation estimator of the PCA-RWN with different number of hidden
nodes and principal components for the primary air flow test.
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Colour and texture features for a total of 600 flame images
evenly distributed under three conditions were employed as the
test data of the PCA-RWN model, including 100 abnormal samples
for the primary air of 18%, which were selected from abnormal
events. Figs. 6 and 7 show the results for the operation condition
recognition and state monitoring using the PCA-RWN for different
primary air flows.
Please cite this article in press as: Bai X et al. Multi-mode combustion proces
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It can be seen from Fig. 6 that the PCA-RWN model can recog-
nise the combustion operation conditions with a success rate up
to 99%. There are some false recognitions which occur under the
primary air of 18% and 20%, but, from a practical engineering
perspective, these failures in the condition recognitions are accept-
able. Following recognising the operation conditions, the T2 and
SPE statistics are calculated for monitoring the state of the corre-
sponding operation (Fig. 7). When the primary air ratio is 18%,
the T2 and SPE are under the control limits for the first 100
samples. The T2 and SPE are above the control limits for sample
101–200, indicating these flames are under an abnormal state. In
the primary air of 20% and 22%, there is no abnormal state. The
results have suggested that the proposed PCA-RWN can effectively
recognise the operation conditions and the T2 and SPE are useful to
detect the abnormalities.
3.3. Combustion process monitoring for different SA/TA ratios

In Test 2 (Table 2), flame image features extracted from 2800
samples (per condition) from SA/TA splits 1–5 were used to train
the PCA-RWN model. Fig. 8 shows the results of the 14-fold cross
validation estimator for different PCA-RWN parameters. In this
test, the trend of cross-validation estimator is similar to that in
Test 1, and the optimal number of principal components and hid-
den nodes is 11 and 65, respectively.

In the test stage, a total of 1000 flame images acquired from five
SA/TA splits (200 per operation condition) with 100 abnormal sam-
ples in SA/TA split 1 and SA/TA split 4 are used as the test data.
Fig. 9 shows the condition recognition using the PCA-RWN for
s monitoring on a pulverised fuel combustion test facility based on flame
g/10.1016/j.fuel.2017.03.091
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Fig. 10. State monitoring for different SA/TA splits.
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Fig. 9. Operation condition recognition for different SA/TA splits.

Fig. 8. Cross-validation estimator of the PCA-RWN with the different number of
hidden nodes and principal components for the SA/TA split test.
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different SA/TA splits. It can be seen that the false condition recog-
nitions are more than that in Test 1. The reason is that the flames
under the different SA/TA splits are very similar, which makes it
more difficult to recognise the operation condition with a high suc-
cess rate. The PCA-RWN model can distinguish the conditions with
a success rate about 93%. Some false recognition results may lead
to false alarms that lead the T2 or SPE above the control limits.
Fig. 10 shows the results of the state monitoring. The T2 and SPE
are above the control limits from 1 to 60 and 701 to 800 where
the abnormalities occur.

3.4. Flame oscillation frequency

As the flame oscillation is closely associated with combustion
stability, and consequently combustion efficiency and pollutant
emissions, the oscillation frequency of flame has widely been stud-
ied [27,28]. The oscillation frequency of the flame can therefore be
used to assess the effectiveness of the proposed PCA-RWN model.
The oscillation frequency of a flame is defined as the weighted
Please cite this article in press as: Bai X et al. Multi-mode combustion proces
imaging and random weight network techniques. Fuel (2017), http://dx.doi.or
average frequency of the flame signal over the entire frequency
range, where the weighting factor is the power density of the indi-
vidual frequency component [28]. In this study, the oscillation fre-
quency of the flame was calculated using the average grey-values
of the flame images. The flame images which were used as the
training data for each condition (2800 images per condition) were
equally divided into 14 groups in sequence and the oscillation
frequency range of these 14 flame image groups are considered
to be the appropriate range for normal flames. Fig. 11(a) and (b)
show that the averaged oscillation frequencies and their standard
deviations of the flames that were used as training data, as well
as the oscillation frequencies of flames that were also used as the
test data. The flame oscillation frequencies of the normal states
are included in the frequency range of the training data. The oscil-
lation frequencies of the flame under abnormal states are beyond
the range, such as under the primary air of 18%, SA/TA splits 1
and 4. These results are consistent with that derived from the
PCA-RWN model, suggesting that the proposed multi-mode pro-
cess monitoring approach is effective for recognising the normal
and abnormal states of combustion process.
3.5. Comparison of the PCA-RWN with other machine learning
classifiers

To further evaluate the performance of the proposed PCA-RWN
model for multi-mode combustion process monitoring, the recog-
nition success rate (i.e. the ratio of correctly recognised flame
images and the total number of images) and the system time for
the training process of the model are compared with that of other
machine learning classifiers used widely in mode recognition,
including KSVM (Kernel Support Vector Machine) [29], NN (Neural
Network) [30] and kNN (k-Nearest Neighbour classifier) [31]. A
total of 2000 images are randomly selected from the test data set
and equally split into 10 groups for different operation conditions.
The success rate of condition recognition and the training time
required for the 10 groups are summarised in Table 3. As can be
seen, the PCA-RWN performs the best among the models in terms
of the average recognition success rate and the training time,
which means that the robustness of the PCA-RWN model is high
enough for different test flame images. The reduced system time
of the training process also allows the model to be updated swiftly.
s monitoring on a pulverised fuel combustion test facility based on flame
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Table 3
Comparison of PCA-RWN with other machine learning classifiers.

Test 1 Test 2

Success rate (%) Training time (s) Success rate (%) Training time (s)

PCA-RWN 92.9 ± 0.9 0.11 ± 0.07 91.3 ± 1.2 0.48 ± 0.04
PCA-KSVM 92.7 ± 0.7 10.08 ± 0.82 87.1 ± 0.3 31.94 ± 1.86
PCA-NN 91.7 ± 1.5 5.76 ± 3.11 75.1 ± 2.6 29.97 ± 9.37
PCA-KNN 75.2 ± 0.8 0.34 ± 0.69 70.9 ± 0.6 0.32 ± 0.09

(a) Different primary air flows. (b) Different SA/TA splits. 
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Fig. 11. Flame oscillation frequency.
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4. Conclusions

In this study, a multi-mode combustion process monitoring
technique based on flame imaging, PCA and RWN principles has
been proposed and its applicability has been examined in an indus-
trial combustion environment. Flame images acquired from the
digital imaging system are denoised using a moving average filter.
A global PCA-RWN model has been built to extract colour and tex-
ture features which are then used to recognise the combustion
operation condition. The cross-validation has been proved to be
effective to select the optimal parameters of the PCA-RWN model.
The T2 and SPE statistics have been calculated for identifying the
combustion state of the corresponding conditions. The proposed
method has been evaluated on an industrial-scale pulverised coal
fired combustion test facility under different operation conditions.
The results have demonstrated that, for both variable primary air
flow and SA/TA ratio operation conditions, the condition recogni-
tion success rate of the PCA-RWN model is over 91%, which is at
least 4% higher than that of other machine learning classifiers with
a reduced training time. The T2 and SPE indices have also been
proved to be effective and reliable in detecting the abnormalities.
It can therefore be concluded that the proposed PCA-RWN model
for multi-mode process monitoring is promising for recognising
the condition and state of practical combustion processes. The
PCA-RWN can also potentially be applied to recognise untrained
conditions so as to achieve completely unsupervised combustion
process monitoring.
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