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ABSTRACT

The transition to low carbon energy and transport systems requires an unprecedented roll-out of new infrastructure technologies, containing significant quantities of critical raw materials. Many of these technologies are based on general purpose technologies, such as permanent magnets and electric motors, that are common across different infrastructure systems. Circular economy initiatives that aim to institute better resource management practices could exploit these technological commonalities through the reuse and remanufacturing of technology components across infrastructure systems. In this paper, we analyze the implementation of such processes in the transition to low carbon electricity generation and transport on the Isle of Wight, UK. We model two scenarios relying on different renewable energy technologies, with the reuse of Lithium-ion batteries from electric vehicles for grid-attached storage. A whole-system analysis that considers both electricity and transport infrastructure demonstrates that the optimal choice of renewable technology can be dependent on opportunities for component reuse and material recycling between the different infrastructure systems. Hydrogen fuel cell based transport makes use of platinum from obsolete catalytic converters whereas lithium-ion batteries can be reused for grid-attached storage when they are no longer useful in vehicles. Trade-offs exist between the efficiency of technology reuse, which eliminates the need for new technologies for grid attached storage completely by 2033, and the higher flexibility afforded by recycling at the material level; reducing primary material demand for Lithium by 51% in 2033 compared to 30% achieved by battery reuse. This analysis demonstrates the value of a methodology that combines detailed representations of technologies and components with a systemic approach that includes multiple, interconnected infrastructure systems.

© 2017 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).

1. Introduction

Limiting climate change to the internationally agreed temperature rise of 2.0 °C on preindustrial levels (United Nations, 2015) will require the almost complete decarbonization of energy and transport infrastructure over the next 35 years (Mulugetta et al., 2014). The scale and rate of this infrastructure transition is unprecedented and, given the high material intensity of infrastructure, it will have a significant impact on the material use of nations (Fishman et al., 2016). Furthermore, the necessity to embed low-carbon technologies into infrastructure involves the use of a wider range of materials than has historically been the case (Greenfield and Graedel, 2013), including rare earth elements (such as neodymium (Du and Graedel, 2011) and dysprosium (Eshkaki and Graedel, 2014) in wind turbines and tellurium and indium in solar panels (Helbig et al., 2016)) as well as cobalt, lithium and platinum group metals. Some of these materials have been labelled as ‘critical’ due to the resulting high risk of supply disruption (British Geological Survey, 2012), causing concern for US (United States Department of Energy, 2010) and EU (Moss et al., 2011) policy makers, and driving academic research to identify potentially critical materials (see e.g. Erdmann and Graedel, 2011; Roelich et al., 2014). A recognition of the economic importance of critical materials, and the environmental impacts associated with material consumption (Behrens, 2016) highlights the need for more efficient management of material resources. In the context of the climate change challenge and increasing environmental burden of material extraction and waste production, the concept of a
‘circular economy’ is finding increasing interest across academia (see (Ghisellini et al., 2016) for a recent review) and in policy and industry spheres. At the core of the concept is the idea that the currently dominant linear path of products and materials from production through use to disposal is replaced by a circular path of production, use and recovery. China has held the circular economy as a development goal since 2009 (Mathews and Tan, 2011a); the European Commission published a circular economy action plan in 2015 (European Commission, 2015) and industry interest is reflected in recent reports from major international consultants (e.g. Accenture, 2014; McKinsey & Company, 2015) and the Ellen MacArthur Foundation (2013).

Whilst these reports and policy initiatives draw on national scale assessments of sustainable material use, their focus is on promoting innovation on the micro level of individual products, processes and firm business models (Su et al., 2013), and the meso level of connecting firms to productively use each other’s waste products in eco-industrial parks (Mathews and Tan, 2011b). The link between micro and meso level initiatives and the need to scale material use to remain within planetary boundaries (Steffen et al., 2015) is, however, left vague or unaddressed. More systemic approaches to instituting a transition to a circular economy can draw on several decades of academic work in industrial ecology, ecological economics and related disciplines. These have addressed topics including the physical basis of the economy (see (Fischer-Kowalski and Huttler, 1999) for a review of research between 1970 and 1998 and (Pauliuk and Hertwich, 2015) for a recent discussion) and its sustainable scale (Weiszacker et al. (1997) and Schmidt-Bleek (2008) have argued for a factor four and factor ten reduction in material intensity), industrial production and consumption patterns and practices that minimize environmental impacts (e.g. cradle-to-cradle design (Braungart et al., 2007; McDonough and Braungart, 2002) and the performance economy (Stahel, 2006)), and the dynamics of material accumulation and waste generation in infrastructure (Pauliuk et al., 2012b) and the built environment (Müller, 2006).

Industry and policy approaches draw most directly on eco-efficiency (Ehrenfeld, 2005) with a focus on maximizing the efficiency of value creation from resources through innovations in product design, reuse and remanufacturing, and materials recycling (see e.g. Accenture, 2014). This is also reflected in circularity indicators, e.g. (Ellen MacArthur Foundation and Granta Design, 2015), which are primarily based on material flow accounting, lifecycle analysis and supply chain risk analysis. Academic studies mainly focus on interventions to products and processes to enhance circularity; such as enhancing the recovery of resources from post-consumer waste (Singh and Ordonez, 2015), finding uses for specific waste streams such as sewage sludge ash (Smol et al., 2015), or designs that promote product life extension (Bakker et al., 2014). Whilst this approach, and the methods it employs, give valuable insights into strategies for enhancing the circular flow of material resources in products, and reducing environmental impacts, its application to the resource basis of large-scale infrastructure such as energy and transport systems is not straightforward. Infrastructure, unlike consumer goods, is long-lived and highly interdependent. Materials are embedded in use for periods of decades, or even centuries, only then becoming available for recovery and reuse. Furthermore, the deployment of infrastructure, particularly in energy systems, is subject to long term planning that must take its interaction with other systems into account.

As the concept of the circular economy has taken hold in policy and industry discourses, the concept of socio-economic metabolism has emerged as a research paradigm in sustainable development (Pauliuk and Hertwich, 2015). Socio-economic metabolism can be defined as “the set of all anthropogenic flows, stocks, and transformations of physical resources and their respective dynamics assembled in a systems context” (Pauliuk and Müller, 2014). In contrast to the circular economy perspective, socio-economic metabolism is explicitly concerned with the total scale of physical resources in the economy and their dynamics. In the context of transitions to low carbon infrastructure systems, this is important because it recognizes the absolute scale of material resource requirements, and also the importance of the long lifetimes of in-use stocks that are a significant determinant of the future requirements of primary resources and availability of secondary resources (Voet et al., 2002). Previous work has shown that recycling and reuse can significantly reduce reliance on critical materials in the long term, but there is the potential for a fundamental conflict between the adoption of new infrastructure technologies with novel material makeup and a circular economy with closed material flow loops (Busch et al., 2014).

As complementary approaches, the circular economy and socio-economic metabolism represent a respectively micro and macro focused analysis of sustainable resource management. Circular economy perspectives provide an analysis of technological and process details lacking in socio-economic metabolism, whereas socio-economic metabolism addresses the scale and temporal dynamics of resources flows in an entire economy or industrial sector. Emblematic of the gap between circular economy and socio-economic metabolism perspectives is the issue of ‘general purpose technologies’ (GPTs), and the potential they hold for systemic efficiencies in material use. GPTs are widely discussed in the innovation systems literature (Lipsey et al., 2006) in reference to significant technological inventions that have a broad range of applicability and whose invention and widespread adoption are related to significant economic and social transformations (techno-economic paradigm shifts) (Perez, 2009). Often quoted examples of GPTs include steam power, electricity and information and communication technologies. Renewable energy technologies have now been proposed as new GPTs and the basis for a new techno-economic paradigm (Mathews, 2013).

Renewable energy infrastructure relies on a number of technological components that could be described as GPTs. Permanent magnets, which contain neodymium and dysprosium, are widely used in electric motors and generators in electric vehicles and wind turbines as well as a variety of non-energy applications. Li-ion rechargeable batteries, which contain lithium and cobalt, are used in electric vehicles and grid attached storage as well as mobile phones and laptop computers. The breadth of use of these technologies across the supply and demand side of energy systems exacerbates the criticality of the materials they contain, but could
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also be an opportunity for a more efficient use of resources.

In this paper, we seek to address the issue of efficient resource management in low carbon infrastructure transitions where GPTs containing critical materials play an important role. A number of methodologies have been applied in recent literature to address the role of materials in sustainability transitions, representing both the micro- and meso-scale perspective of the circular economy paradigm and the macro-level perspective of the socio-economic metabolism paradigm. The most common of these are based on some variant of material flow analysis (MFA) or life-cycle assessment (LCA). Standard MFA and LCA approaches have proven useful for assessing current resource management practices — for example, Ciacci et al. (2015) use MFA to quantify the fraction of metals ‘lost by design’ and Golev and Corder (2016) to quantify metals flows in the Australian economy — and informing the design of alternative management practices (see Allesch and Brunner (2015) and Laurent et al. (2014) for recent reviews of MFA and LCA respectively), but their static nature and failure to account for future changes to electricity supply (as well as other) infrastructures limits their use in analyzing dynamic transitions. Two significant enhancements of MFA and LCA methodologies have been developed to address these shortcomings. Consequential LCA, as compared to standard comparative LCA, integrates the detailed life cycle analysis of the target system in an aggregate representation of the wider economy (Eardles and Halog, 2011). In such approaches, the wider economy can be integrated as scenarios that exogenously determine the evolution of connected infrastructures and environments (Hertwich et al., 2014), or as coupled economic models that endogenize the macroeconomic consequences of interventions (Igos et al., 2015). Dynamic MFA, meanwhile, attempts to track the temporal changes in material stocks and flows over long time periods. This is particularly relevant for infrastructure systems and the built environment where materials can remain embedded in in-use structures for periods of many decades. A number of studies have analyzed the consequences of this for primary material demand from low carbon power generation (Eshkaki and Graedel, 2013; Kleijn et al., 2011) and low carbon energy and transport systems (Alonso et al., 2012a, 2012b). Some studies have included analyses of resource recovery potentials, for example from automotive aluminum (Lavik et al., 2014), and the consequences for emissions pathways (Liu et al., 2011).

The specific research gap we seek to address in this paper is between socio-economic metabolism studies which address the systemic scale of energy system transitions but lack the ability to analyze the reuse of technology components and circular economy studies which lack the systemic perspective. Our focus is on the material and technology constitution of infrastructure systems, and the more efficient use of these resources in a circular economy. A dynamic MFA approach is more suited to this than alternatives (such as consequential LCA) as it accounts for the effect of long lifetimes of infrastructure technologies. In previous work, the authors demonstrated a dynamic material and technology component stocks and flows model that can analyze the reuse of technology components as well as the recycling of their material constituents (Busch et al., 2014). In this paper we show that this model can be applied to study the reuse of technology components across different infrastructure systems that share a common technological basis, a problem that is often discussed qualitatively (e.g. (Brand et al., 2012),), but has not before been studied quantitatively. The benefits and limitations of technology component reuse and remanufacturing and material recycling in an infrastructure transition can thus be assessed. As well as this methodological demonstration, we also contribute to the conceptualization of GPTs in technological innovation and development, with an operationalizing of the concept in the context of circular economy strategies.

The next section details the site, scenarios and the treatment of data used to estimate the critical material demands for an infrastructure transition (Section 3). Section 4 compares the material dependencies inherent to each scenario and the potential for reducing these dependencies in a circular economy, before the conclusions of the study are presented in Section 5.

2. Materials, methods & treatment of data

In this study, we consider the transition to decarbonized electricity generation and transport systems on the Isle of Wight, UK. The island is located off the south coast of England in the English Channel, and has an enhanced potential for a wide variety of renewable energy generation technologies, for example, exploiting strong tidal currents, extended sunshine hours (Met Office, 2014), geothermal reservoirs for district heating or power (Ecosiland Partnership, 2012). The relatively small size of the island is also well suited to the limited drive range of currently available electric vehicles. In some cases the adoption of low carbon technologies is already proceeding at a considerable pace: there are a number of solar photovoltaic (PV) farms already operating on the island and rooftop PV installations per capita are far above the UK average (DECC, 2014a). The island scale also provides benefits for the study in terms of deriving a relatively simple electricity and transport system transition scenario. Due to the islands natural boundaries and potential for renewables we are able to dismiss certain choices in energy supply technologies (e.g. fossil fuels with carbon capture and storage and nuclear), and assume that grid attached storage is restricted to technologies that are feasible given the scale and geography of the Isle of Wight. Furthermore, at this local scale we are able to include realistic assumptions of the potential supply of GPTs, and more simplified synergies between renewable technologies and potential recycling and reuse options that would be more complex at a national level. The implications that these limitations have on the potential upsizing of this study to a national context are addressed in the discussion section.

To calculate the future demand for materials and technologies we require technology roll-out scenarios based on the electricity and transport demand and supply requirements of the island over the transition period we study. The hierarchy and estimated material intensities (e.g. kilometers per unit or kilograms per megawatt) of technologies, components and the materials in the system can then be established, along with the expected lifetime of each technology, component and material. Finally, the recyclability or reusability of each component and material embedded in the technology roll-out scenarios can be established and analyzed. Details of the data and approach are provided below and in Table 1, further details are provided in the supporting information.

The transition we analyze is primarily based on the downsizing of the Department for Energy and Climate Change (DECC) 2050 Pathways (DECC, 2014b; HM Government, 2010), supplemented with additional data on the current energy and transport infrastructure of the island and potential for renewable generation, to better account for the local context and the purpose of this study. The DECC pathways quantify the transition for the UK’s energy system to reach the legislated 80% emissions reduction by 2050 and consist of four scenarios: MARKAL, Renewables, Carbon Capture Storage (CCS), and Nuclear (HM Government, 2011a) (see Table 2).

A comparative evaluation of scenario pathways is not the focus of this study, rather we utilize the scenarios to demonstrate the potential for systemic consideration in future circular economy practices. Furthermore, our study does not extend to economic or social implications but focuses on assessing the trade-offs between technologies and materials; our choice of scenario reflects this focus. For our baseline future we select the ‘Renewables’ scenario.
because solar PV technologies and materials are contained only in technology or the materials it contains in our analysis. This is the energy generation scenario we use but we do not include this rare-earth material neodymium. Solar PV plays an important role in electric vehicles use permanent magnets that require the critical materials or components. For example, both wind turbines and interested in highlighting potential synergies that exist between energy from waste and geothermal. In this study we are primarily solar photovoltaics (PV) (rooftop and farms), micro-wind, tidal, scenario includes a wider range of technologies: wind turbines, electric batteries. At a national scale, these technologies both play a signiﬁcant supporting energy carrier infrastructures. (HM Government, 2011a). This scenario is best aligned with the likely future of Isle of Wight’s energy system for two reasons. Firstly, the scenario aligns with the island’s renewable generation potential (Ecoisland Partnership, 2012) and potential for electric vehicle use. Secondly, it does not include large-scale nuclear or fossil fuel plants with CCS which are not feasible on the island scale but characterize the alternative scenarios. The DECC ‘Renewables’ scenario was scaled down from national to Isle of White scale using details on the future demand for electricity from buildings, transport and industry; and the technologies used in the supply and demand side. Details of the roll-out of technologies used for electricity generation are also contained in the DECC scenario. Although we assume the same technologies are used throughout the period of analysis, we change their roll-out according to more granular data from other sources. These alterations are described in more detail in the following sections.

The DECC Renewables scenario includes two general technologies for low carbon transport, namely hydrogen fuel cells and electric batteries. At a national scale, these technologies both play a signiﬁcant role by 2050. We assume that it is unlikely that both battery electric vehicles and hydrogen fuel cell vehicles will gain signiﬁcant market share on the island because both require signiﬁcant supporting energy carrier infrastructures. For renewable electricity generation, the DECC Renewables scenario includes a wider range of technologies: wind turbines, solar photovoltaics (PV) (rooftop and farms), micro-wind, tidal, energy from waste and geothermal. In this study we are primarily interested in highlighting potential synergies that exist between energy supply technology and transport demand technologies, and we therefore focus on technologies that share similar/identical materials or components. For example, both wind turbines and electric vehicles use permanent magnets that require the critical rare-earth material neodymium. Solar PV plays an important role in the energy generation scenario we use but we do not include this technology or the materials it contains in our analysis. This is because solar PV technologies and materials are contained only in this infrastructure and therefore offer opportunities only for closed loop recycling, and not the cross-system reuse and recycling that is the focus of our study.

Based on these considerations we construct two scenarios for the low carbon electricity and transport transition on the Isle of Wight based on a hydrogen fuel cell or electric battery vehicle choice for transport. These two scenarios are denoted:

- **EV Transport** uses battery electric vehicles.
- **HF Transport** uses hydrogen fuel cell vehicles.

The next step is to establish the driver of demand for these technologies: the demand and supply of electricity and transport services on the island.

### 2.1. Electricity demand

The DECC Renewables pathway disaggregates national electricity demand into six categories: industrial; commercial heating and cooling; commercial lighting and appliances; domestic heating; domestic lighting and appliances; and transport. To downscale the national estimates to the island level we need scaling factors to apply to each of these demand categories that represent the fraction of national demand that the Isle of Wight requires. For domestic demand, we scale proportionally by the number of households on the island, and for commercial and industrial demand by relative GDP. Both the number of households and GDP are assumed to grow at the same rate as the national averages assumed in the DECC scenarios. To derive transport demand scenarios for the Isle of Wight, we use a scaling factor calculated by dividing the vehicle-km travelled on the Isle of Wight by the national total. Again, the growth in transport demand on the island is in direct proportion to national demand growth.

### 2.2. Electricity supply

The supply scenario is derived from a combination of the DECC...
Renewables scenario and opportunities specific to the Isle of Wight. Alterations are made to the DECC transition to accommodate planned infrastructure deployment and with the goal of achieving an annual average balance between supply and demand by 2050. Alterations for specific technology roll-out of solar PV and wind turbines are based on a number of sources including data on existing installations from DECC (DECC, 2014a), and estimates of potential capacities taken from publications from the local council (for full details of sources see the supporting information). To balance the intermittent energy generation inherent to solar PV and wind turbines, we also include grid-attached storage in the island’s energy system. The capacity of storage is set to equal 12 h of annual average generation from intermittent sources, i.e. rooftop PV, PV farms, micro-wind turbines and wind farms (Rudolf and Papastergiou, 2013). In the case of an electric battery-based transport system the grid attached storage is assumed to be provided by the same type of lithium-ion batteries as are used in the vehicles (Fthenakis and York, 2012). Our hydrogen fuel cell based scenario assumes a corresponding increase in electrolysis capacity on the island.

2.3. Technologies and materials

The two technology scenarios each contain a variety of materials, many of which are identified as being ‘critical’ in previous assessments. To analyze the demand for these materials, and the potential for recycling or reuse to reduce that demand, we use a hierarchical stocks and flows (S&F) model first developed in Busch et al. (2014). The model dynamics are driven by scenarios that define the level of infrastructure service that is to be provided over the study period. These infrastructure services include, for example, the amount of electricity generated from a renewable energy source (in units of kWh) or the amount of passenger road transport (in passenger km). These services are provided by infrastructure technologies, such as wind turbines or electric vehicles. The technologies can be composed of components, such as Li-ion batteries or permanent magnets, and both technologies and components are composed of materials. The hierarchical nesting of components can include several layers. Both technologies and components have a given lifetime, with an uncertainty range which is modelled using a Gaussian distribution. The model calculations at each time step begin at the top of the hierarchy, setting the stocks of infrastructure technologies to provide the level of service required by the scenarios. The outflow $O(t)$ of technology $m$ at time $t$ is determined by the outflow equation (the same procedure applies also to components and materials):

$$O_m(t) = \int_{t_0}^{t} ds I_m(s, t) I_m(s)$$

where the integral covers all previous times that technologies have been installed, $I_m(s, t)$ is the lifetime function that gives the fraction of technologies installed at time $k$ that reach end-of-life at time $t$, and $I_m(s)$ is the amount of technology $m$ that was installed at time $s$. The required inflow $I_m(t)$ of new technology (or component or material) is then determined by the balance equation:

$$I_m(t) = \frac{d}{dt} K_m(t) + O_m(t)$$

where $K_m(t)$ is the in-use stock of technology $m$. When a technology or component reaches end-of-life any components or materials that are embedded in it also reach end-of-life. Reuse of component and recycling of materials is represented in the model by making a fraction of the end-of-life outflow of components and materials available as secondary inflows that substitute for primary inflows. The complete set of equations required to account for the hierarchical setup of the model are explained in detail in Busch et al. (2014).

Table 1 lists the technologies and components included in the model and the critical materials they contain. We quantify material demand for only those considered critical, and consequently the potential reductions in demand achievable through component reuse or material recycling. Internal combustion engine vehicles that dominate the current in-use vehicle stocks are included as they represent a significant source of platinum for recycling at end-of-life.

2.4. Recovery and reuse of materials and technology components

As our analysis seeks only to quantify material efficiency and not cost or environmental impacts we do not distinguish in terminology between reuse and remanufacturing. The term reuse is used in this paper to refer to any process whereby a technology component can be recovered at end of life and used for the same or an alternative purpose without decomposition into material constituents and production of new components. For both recycling and reuse we model the maximum achievable rates using demonstrated technologies and assume extremely high collection efficiencies. The resulting reuse and recycling rates therefore reflect only the technological dimensions of recycling processes and not the economic and social factors that are responsible for substantially lower real-world recycling rates (Reck and Graedel, 2012). This is consistent with the intent of this study to demonstrate the optimal technical potential of a circular economy subject to technical trade-offs.

To quantify the potential for secondary materials and components to replace for primary demand the model allows for the recovery of end-of-life components and materials that substitute for their primary requirements. To demonstrate this at the component scale we reuse Li-ion batteries from electric vehicles for grid-attached storage of the islands’ generated electricity, this process does not involve any form of remanufacturing. At the material level, we consider the possibility of recycling platinum from catalytic converters and hydrogen fuel cells, lithium and cobalt from Li-ion (lithium-ion) batteries and neodymium from NdFeB (neodymium iron boron) permanent magnets in motors and generators. The recycling rates used in our analysis consider technological feasibility and collection rates only; other relevant social and economic considerations are outside the scope of this study.

At present recycling rates of most of the materials we study are relatively low (See Table 1). Only platinum is recycled at a significant rate: about 50% globally (UNEP, 2011). However, the collection efficiencies of some low carbon technologies in the future could be much higher, for example, end-of-life vehicles enter a highly regulated waste stream with very high collection efficiency (European Commission, 2000; European Commission - DG Environment, 2014). This regulatory environment should enable high collection efficiencies for the platinum, lithium, cobalt and neodymium contained in those vehicles. In the case of fuel cells and wind turbines, the value of the platinum and the large permanent magnets they contain is likely to lead to high collection efficiencies, although the current number of fuel cells and wind turbines reaching end-of-life is still relatively small.

In this study we assume much higher recycling rates than are currently seen, see Table 1. We assume a 90% recycling rate for platinum, on the basis of high collection rates of catalytic converters from end-of-life vehicles and the high recycling process efficiency that are commercially proven (Hagelüken, 2012); this is also consistent with assumptions made in similar studies (Gordon
et al., 2006). Recycling rates for lithium and cobalt from Li-ion batteries are assumed to be 70% and 90% respectively, based on laboratory proven techniques (Kushnir and Sandén, 2012; Xu et al., 2008). Neodymium recycling rates are currently at less than 1%, due primarily to a lack of incentives (UNEP, 2011). Given the technical feasibility for neodymium recycling exceeds 90% efficiency (Binnemans et al., 2013; Walton et al., 2015), we assume a total recycling rate of 80%.

As mentioned earlier, at the component scale our analysis considers a system where an electric battery is reused for grid-attached storage at the end of their service life. Once the battery reaches its end of life (8 years), a 30% reduction in capacity makes them unsuitable for vehicles (Fernández et al., 2013). In grid-attached storage, however, weight is not a consideration so the batteries are still useful despite their reduced capacity. Commercial solutions are already available for this conversion (ABB, 2014), and we assume all end-of-life vehicle batteries are recovered and used for grid attached storage. The recycling and reuse rates used in this study are extremely optimistic and represent the highest possible rates in an idealized circular economy. Although this may limit the realism of the results, it serves to illustrate the potentials and trade-offs in recycling and reuse strategies that this study is intended to highlight.

3. Results

Each of the two scenarios involves a dependence on a different set of materials in varying quantities (see Table 1). In the following, we first present the total demand and in-use stock of each scenario, the results of material recycling and component reuse on the primary demand for materials are then presented.

3.1. Material demands and in-use stocks

Lithium and cobalt are contained in the same component, the Li-ion battery, and therefore have the same shape of demand curve. Only the scale is different. For this reason, only the stocks and flows of lithium and platinum under the EV and HF scenarios respectively are shown in Fig. 1.

In the transition to electric battery vehicles, demand for platinum falls rapidly and after 2020 the outflow of platinum is higher than the inflow. The demand for lithium in contrast increases rapidly, going from zero in 2010 to about 110,000 kg per year in 2040. This is equivalent to 700 g of lithium per capita, up from the 2014 global average consumption of less than 4 g (British Geological Survey, 2016). For cobalt, the demand, in use stocks and outflow follow the same patterns as Lithium reaching a demand of 63,000 kg per year in 2040. This is equivalent to 460 g of cobalt per capita, a 780% increase on the approximately 59 g per capita apparent consumption in 2010 (British Geological Survey, 2010). The results also show that there will be significant quantities of lithium and cobalt coming out of use at end-of-life and potentially available for recycling.

Alternatively, the transition to hydrogen fuel cell vehicles for transport and hydrogen fuel cell grid attached storage does not involve technologies containing lithium or cobalt, but an increase in demand for platinum. Demand for platinum increases rapidly between 2010 and 2020 before leveling off to a value of around 200 kg per year. Fluctuations around this value take the form of oscillations resulting from an initially rapid adoption of fuel cell technologies, the first generation of which then all reach end-of-life approximately 13 years later causing another peak in demand for replacement. 200 kg is equivalent to 1.45 g of platinum per capita, approximately the amount contained in a catalytic converter. The outflow of platinum from end-of-life technologies is also shown in Fig. 1. In the EV scenario, the outflow of platinum exceeds demand after 2020 indicating that recycling could completely substitute primary demand. In the HF scenario platinum outflows are also significant and almost equal to demand after 2030.

The final material included in this analysis is neodymium. Neodymium is used in both transport and electricity supply technologies; namely in the permanent magnets used in both electric vehicle motors and wind turbine generators. The demand, in-use stocks and end-of-life outflows of neodymium for the two scenarios are shown in Fig. 2.

The demand for neodymium is lower in the EV scenario than the HF scenario for two reasons. First, there is an increase in neodymium demand for motors in hydrogen fuel cell vehicles as there are no hydrogen hybrids so all hydrogen fuel cell vehicles use battery electric vehicle sized motors and none of the smaller plug-in hybrid vehicle motors that are included in the EV scenario. Second, the lower efficiency of hydrogen fuel cell vehicles necessitates a higher scale of roll-out of wind turbines. The peak demand of 3900 kg of neodymium per year is equal to a 27 g per capita consumption, added to the approximately 5 g per person consumption in the UK in 2010 (although this is based on direct import statistics only) (British Geological Survey, 2010). The outflow of end-of-life neodymium begins to increase only from 2030 onwards, but by 2035 it is almost equal to demand.

3.2. Material recycling & component reuse

As previously discussed, most of the technological uses of the materials presented here offer significant potential for end-of-life recycling. As well as quantifying the primary demand, the stocks and flows model employed for this study also allows us to quantify the potential impact of recycling on primary material demand, based on the possible recycling rate for each material.

Recycling of lithium and cobalt has the potential to significantly reduce primary demand from ~2025 onwards (Fig. 3), as this is when the first generation of Li-ion batteries reach end of life and are available for recycling. In the EV scenario, there is more secondary lithium inflow than primary from 2033 onwards with more than 43 tonnes of lithium recycled in that year. The same effect can be seen for neodymium in the HF scenario, except that in this case the delay is longer due to the 13 year lifespan of NdFeB motors, compared to the 8 year lifespan of Li-ion batteries. The impact of recycling thus only becomes significant after 2030, but secondary inflow also overtakes primary already in 2033 with over 11 tonnes of neodymium recycled in that year. Only platinum recycling has no delay, because platinum is also in the current generation end-of-life internal combustion engine vehicles. The primary demand for platinum is hence reduced throughout the HF scenario with primary inflow peaking at 8 kg in 2025 and secondary inflow peaking at 16.5 kg in 2039.

Reusing Li-ion batteries from electric vehicles to grid attached storage promises significant reductions in the demand for lithium and cobalt. Fig. 4 shows this reduction in lithium demand, both in terms of the total demand (vehicles and storage), and in terms of the reduced demand for storage alone. It illustrates that the reuse of batteries from vehicles to grid-attached storage can serve to reduce primary lithium demand by up to 30,000 kg per year after 2030. Considering just the reduction in demand for storage, reuse of batteries can completely replace primary demand for lithium in storage after 2033.

4. Discussion

In this paper, we modelled the material demand profiles of two transition scenarios for the transport and electricity system of the
Isle of Wight. The dynamic whole system methodology developed to support this analysis highlights two key issues that can address the limitations of the circular economy and socio-economic metabolism perspectives described in the introduction, (1) the importance of understanding the technological basis of infrastructure (including components and materials), (2) the importance of the whole system perspective when identifying material efficiencies.

4.1. Understanding the technological basis of infrastructure

The results of our analysis demonstrate the value of considering technology in more detail to identify effective opportunities for more efficient management of critical materials. This addresses the limitations of the more qualitative analysis in Circular Economy approaches and the macro-level perspective of socio-economic
Including technology components in modelling allows analysis of the trade-offs between technologies and their implications for material criticality. For example, the choice between battery electric and hydrogen fuel cell vehicles involves a trade-off between reliance on lithium and cobalt vs. platinum and neodymium. On this basis, a transition to battery electric vehicles may be the less risky as it depends on less neodymium in the short term, and neodymium is considered the most critical of the four materials (Ad-hoc Working Group on defining critical raw materials, 2010; British Geological Survey, 2012; United States Department of Energy, 2010). A further material benefit of choosing hydrogen...
fuel cell vehicles lies in the potential for recycling of platinum from the current stock of ICE vehicles. With stringently implemented recycling strategies, our results show that it is possible to reduce the demand for primary platinum for hydrogen fuel cells by over 50% in the short term, and over 80% in the long term (after 2030) using secondary platinum from end-of-life catalytic converters and fuel cells.

A second benefit of introducing greater technology granularity is the additional detail provided on material outflows from the system as a result of modelling both component and technology lifetimes. For all of the materials included in this paper, the results demonstrate the potential for significant reductions in primary demand by recycling from end-of-life technologies. However, for many technologies this material does not become available until the technologies deployed at the beginning of the scenario come to the end of their life. Platinum stands out as the only material where significant in-use stocks already exist in catalytic converters of the current car stock.

By including the stocks and flows of components as well as the technology within which they are contained, we demonstrate that some materials may be available for recycling earlier than anticipated. For example, the quantities of lithium and cobalt from Li-ion batteries become available after 8 years (the lifespan of a battery) compared to the 13-year vehicle lifespan. This provides greater certainty with regard to the availability of material outflows, which could encourage more effective planning of recovery and recycling facilities, taking into account the time-lag in material availability.

Considering technology and component efficiency, and its impact across the whole system, is an important aspect of this analysis. For example, hydrogen fuel cell vehicles are also significantly less efficient than battery electric vehicles. The total efficiency of turning electricity from the grid into electricity that drives the vehicles motor is 90% for Li-ion batteries compared to 56% for hydrogen fuel cells. Hydrogen fuel cell vehicles hence demand more electricity to provide the same level of transport service. This requires that more generation technologies are deployed to provide this additional electricity, which incites demand for critical materials in the electricity generation technologies, potentially increasing exposure to risks from critical material supply disruption overall.

4.2. Applying whole-system perspectives

The technologies and reuse strategies included in the modelling carried out in this study include Li-ion batteries as a general purpose low carbon technology that is used across different infrastructure sectors. Applying a whole system stocks and flows model that includes technology components as well as materials has allowed us to quantify the material demand implications of the reuse of such GPTs across different infrastructure sectors. In the case of Li-ion batteries, we find that the demand for lithium and cobalt can be reduced by around 30% in 2033 by reusing end-of-life vehicle batteries for grid-attached storage. This is a significant reduction, possible because end-of-life vehicle batteries still retain around 70% of their original capacity when they are no longer suitable for use in vehicles. The demand for lithium and cobalt from grid-attached storage can be completely eliminated after 2032. At this point there will be enough Li-ion batteries available from end-of-life vehicles to meet demand for grid-attached storage batteries.

The results for Li-ion battery reuse represent a scenario where there is no recycling of materials, only the reuse of components. This is presented to illustrate the potential of reuse strategies in isolation of any other circular economy initiatives, enabling a fair comparison between the two strategies to be presented. The reduction in primary material demand under the reuse strategy is in fact somewhat lower than the 51% reduction achieved through recycling in the same year, despite the reuse rate of 100% compared to the 70% lithium recycling rate. There are two reasons for this: firstly, the reuse rate of batteries is not functionally 100% as the reused batteries are at 70% of their initial capacity; and secondly, only the electric vehicle batteries are reused and not those whose first use was already in grid attached storage. These two factors limiting the reuse of Li-ion batteries illustrate the limitations of the reuse of GPTs in a circular economy; a cascade of use is less flexible than open-loop recycling and locks materials into less efficient use for longer.

4.3. Issues of governance and scale

Although the case study of the Isle of Wight has interesting geographical implications, the results of our model do not address the operational requirements of the relative scale of material recycling and component reuse described. The reuse of Li-ion batteries is a process that is more likely to be economical than the recycling of materials at the scale of the case study we present, both because of the investment needed for processing facilities and the scale of value retained in components compared to their material constituents. Although our results do not quantify this in any economic sense, the results show that the number of batteries available for reuse will be enough to meet the demand for grid-attached storage batteries after 2032. The prospect of this being a local activity suggests there could be significant economic benefits to the local economy of a material and technology stewardship model that retains value within local infrastructure systems, and this is also likely to create social value in the form of increased employment. This issue is likely to be of relevance in the context of the UK’s devolution of previously centralized powers to city governments and local authorities (HM Government, 2011b). The 2011 Localism Act (HM Government, 2011b) and a series of City Deals have given city regions increasing responsibility for infrastructure planning and the financial tools to fund projects (O’Brien and Pike, 2015a, 2015b). This devolution introduces local authorities and local enterprise partnerships as new actors whose interests span across multiple infrastructure systems, breaking through the existing silos (Roelich et al., 2015). These actors could be in a position to adopt a whole system planning process that integrates and exploits interconnections between infrastructure systems, informed by the type of analysis we have presented in this paper.

4.4. Integrated technical and socio-economic analysis

As indicated by the above discussion of governance and scale in the circular economy, the issue of instituting efficient material management processes is as much a socio-economic as a technical problem. The methodology and results we have presented in this paper speak only to the technological dimension and do not account for the wider economic and social dimensions. As such, it is limited in the extent to which it can inform governance and business strategies and should be combined with complementary analyses of environmental and social impacts and financial costs of alternative resource management processes. The development of methodologies that integrate several dimensions of sustainability has long been part of the LCA literature, with recent proposals for integrated life-cycle sustainability assessment (LCSA) frameworks that combine LCA, social life-cycle assessment (sLCA), and life-cycle costing (LCC) (Guinée et al., 2011). Specific applications to low carbon infrastructure transitions have employed exergy cost based methods for joint economic and environmental assessments (Colombo et al., 2015), and integrated LCA with energy system optimization models (García-Gusano et al., 2016).
The potential for integrating material flow models with wider sustainability assessment methodologies has also been demonstrated already. Liu et al. (2012) and Pauliuk et al. (2012a) have linked dynamic material flow analysis to carbon emissions, demonstrating the important role of stock dynamics in future carbon emissions. And Hertwich et al. (2014) have integrated a material flow model with LCA to analyze the life cycle environmental impacts of global energy transitions. Pauliuk et al. (2017) have recently proposed a deeper integration of dynamic material flow models with integrated assessment models. We suggest that a similar integration of the methodology we present in this paper would also enable more comprehensive analyses of circular economy practices across economic, social and environmental dimensions of sustainability. It would also support the use of more technical indicators, such as resource duration (Franklin-Johnson et al., 2016), for circular economy performance.

5. Conclusions

Low carbon infrastructure is widely recognized as being heavily reliant on critical materials that are at risk of supply disruptions. These materials are often embedded in so-called low carbon technologies such as Li-ion batteries or NdFeB magnets that are used across different infrastructure sectors. Circular economy interventions such as recycling and reuse of technologies are advocated as solutions that reduce the reliance on critical materials, as well as reducing primary material demand and the associated environmental impacts of their extraction. By applying a dynamic stocks and flows model of material and technology components to the transition of two infrastructure sectors reliant on common low carbon technologies, we have shown that it is possible to quantify the material demand implications of such circular economy interventions.

Further to this, two key insights have been demonstrated in the analysis that justify the uptake of this approach. The first is the importance of understanding the technological basis of the infrastructures utilized in low carbon transitions, particularly at the detailed level of general purpose components and materials. Applying a methodology that quantitatively accounts for these technological details can identify opportunities and trade-offs in circular economy interventions that are missed when applying standard techniques in the socio-economic metabolism literature. The hierarchical stocks and flows model of technologies, components and materials we demonstrate quantifies the potential for low carbon technology reuse and the limitations inherent to this. Secondly, we have demonstrated the importance of taking a whole-system perspective in analyzing circular economy initiatives in low carbon infrastructure transitions. The use of general purpose technologies in low carbon infrastructures create opportunities for component reuse across different infrastructure sectors that can only be identified by widening the system boundaries of analysis beyond single, isolated infrastructure systems.
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