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UƐŝŶŐ ƚŚĞ NANA ƚŽŽůŬŝƚ Ăƚ ŚŽŵĞ ƚŽ ƉƌĞĚŝĐƚ ŽůĚĞƌ ĂĚƵůƚƐ͛ 

ĨƵƚƵƌĞ ĚĞƉƌĞƐƐŝŽŶ 

Introduction 

DĞƉƌĞƐƐŝŽŶ ĂĨĨĞĐƚƐ ĂƉƉƌŽǆŝŵĂƚĞůǇ ϯϱϬ ŵŝůůŝŽŶ ƉĞŽƉůĞ ǁŽƌůĚǁŝĚĞ ĂŶĚ ŝƐ ͞ƚŚĞ ůĞĂĚŝŶŐ ĐĂƵƐĞ ŽĨ 

ĚŝƐĂďŝůŝƚǇ͟ ĂĐĐŽƌĚŝŶŐ ƚŽ ƚŚĞ WŽƌůĚ Health Organisation (WHO 2016). Despite the availability of 

effective treatments, depression is undertreated owing to a range of barriers including misdiagnosis 

and social stigma making people reticent to seek help (Préville et al., 2015). This is especially so 

among older adults, where depression is more common than dementia (Allan et al., 2014). Medical 

practitioners may find depression harder to identify in this population, particularly when older adults 

present with more somatic symptoms or report subjective change in functioning. However, multiple, 

age-related conditions including stroke and diabetes, as well as social factors such as bereavement 

or social isolation, increase depression risk in later life (Allan et al., 2014). 

Traditional measures of depression rely on retrospective recollection of mood and feelings over a 

one or two-week period. This method is susceptible to bias or distortions based on current mood or 

memory problems (Brown & Astell 2012). The increasing availability of digital technologies to 

support data collection has inspired new approaches that can be used outside of the laboratory or 

ĐůŝŶŝĐ͘ FŽƌ ĞǆĂŵƉůĞ͕ ͚ŵŽŵĞŶƚĂƌǇ͛ ŵĞĂƐƵƌĞƐ ƚŚĂƚ ƉƌŽŵƉƚ ƉĂƌƚŝĐŝƉĂŶƚƐ ƚŽ ƌĞĐŽƌĚ ĂƐƉĞĐƚƐ ŽĨ ƚŚĞŝƌ 

current experience, such as mood or social exchanges, at different times of day (Cain et al., 2009). 

These can help to avoid the problems associated with retrospective mood measures by capturing 

the current mood state (Brown & Astell 2012). Technology also provides the potential to collect 

information from older adults at home over a prolonged period of time, which could identify 

meaningful patterns or changes in health status or behavior (Kaye et al. 2011).  

We developed the Novel Assessment of Nutrition and Ageing (NANA) (Astell et al. 2014) assessment 



tool to capture reliable and valid data from older adults in their own homes without a researcher or 

clinician being present. NANA includes new measures of mood (Brown et al. 2016) and cognitive 

function (Brown et al. 2016), developed for recording every day, alongside dietary information 

(Astell et al. 2014). In this paper we explore the use of a machine learning technique with mood data 

collected via the NANA touchscreen assessment system ŝŶ ŽůĚĞƌ ĂĚƵůƚƐ͛ ŽǁŶ ŚŽŵĞƐ ƚŽ ƉƌŽĚƵĐĞ ĂŶ 

algorithm for early detection of depression symptoms in older adults. The intended use of the 

algorithm is as a tool for prediction, imagined to be used with older adults known to be at risk of 

depression, for example those who have had a stroke. Applications for monitoring may also possible. 

Methods 

Study Design 

This was a retrospective study using data initially collected for the validation of the NANA system 

(Astell et al. 2014). The data we used included mood scores self-reported by 40 older adults (aged 

65+), comprising ratings each day of how ͚happy͛, ͚sad͛, ͚tired͛, ͚alert͛, ͚relaxed͛ and ͚hungry͛ each 

participant was on a scale of 0-10. Participants completed this self-report daily over three individual 

weeks (Period 1, Period 2, Period 3), with approximately two-weeks rest between each data 

collection period. As part of the NANA validation protocol (Astell et al. 2014), participants also 

completed the Geriatric Depression Scale (GDS; Yesavage & Sheikh 1986; Yesavage et al. 1982) 

before Period 1 (GDS1) and two weeks after Period 3 ended (GDS2). The GDS2 scores were coded as 

one or zero according to whether they were above (one) or below (zero) a threshold score of five on 

the GDS, which is suggested as an indication of depression by Yesavege and Sheikh (1986). This 

research project received a favourable ethical opinion from the Fife and Forth Valley Research Ethics 

Committee (08/50501/104). All participants gave written informed consent. 



Data 

Input variables for this analysis were mean averages of six mood scores (alertness, happiness, 

tiredness, sadness, relaxation, hunger), over Period 1 (seven days) for each of the 40 participants. 

The outcome variable was depression status according to GDS scores at the end of the trial, ten 

weeks after the collection of these first mood reports. The reason for using mood scores from the 

first period of data collection was to produce a model with the earliest possible predictive ability of 

later depression status. TŚƌĞĞ ƉĂƌƚŝĐŝƉĂŶƚƐ͛ ĚĂƚĂ ǁĞƌĞ ĞǆĐůƵĚĞĚ ĚƵƌŝŶŐ ĚĂƚĂ ĐůĞĂŶŝŶŐ due to missing 

mood data or missing GDS scores. Data points for each of the 37 participants comprised an average 

mood score for each of the six mood words, plus a depression status (1 or 0). The data were 

analysed by the first and second authors. 

Analysis 

We used a least absolute shrinkage and selection operator (LASSO) (Tibshirani, 1996) to explore the 

possibility of predicting depression status from self-reported mood data from older adults. LASSO is 

an operation that introduces bias into the estimated coefficients of a (here, logistic) regression 

procedure by shrinking their absolute size (Tibshirani, 1996). This procedure provides knowledge of 

which variables are most informative and omits coefficients for those variables which contribute 

little to the model, resulting in improved predictive performance.  

To find the best performing model a ͞shrinkage͟ parameter, lambda, must be set, and this was 

chosen using a repeated stratified cross-validation framework ʹ the currently accepted best practice 

in machine learning. Cross-validation permits the use of all data in estimation and testing of models 

and guards against the tendency of more complex models to overspecialise. This is especially 

important when there are a relatively large number of variables and a small sample size as is the 

case here. In k-fold cross-validation, the data are divided into k non-overlapping sets. At each stage, 

one set is held-out for comparison, while a model is fitted to the remainder. This is repeated for 

each of the k holdout sets. In this study we used cross-validation for parameter selection, setting k=5 



(larger values would not allow each hold-out fold to contain a positive outcome). In addition, two 

hundred Monte Carlo repetitions were made of the cross validation procedure, to guard against the 

possibility of a favourable random 5-fold partition. We used 100 different values of lambda within 

the procedure to determine the level at which the usual goodness-of-fit measure, deviance, was 

minimized, then chose the greatest value of lambda that lay within one standard error of this point 

(Breiman et al, 1984; Hastie et al, 2009; Krstajic et al, 2014). We justify this on the basis of 

parsimony: here the increase in deviance associated with the choice is negligible.  

Predictive ability was assessed by examining a receiver operating characteristic (ROC) curve 

generated from predictors of GDS status (according to the model based on 37 records of mood 

variables), compared against actual GDS scores.  All results provided below are cross-validated 

values owing to the small sample size and the consequent infeasibility of dividing the data to provide 

an independent out-of-sample set.  

Results 

Using a LASSO with logistic regression procedure, the deviance was minimized with a lambda value 

of 0.062 (Figure 1). The largest value of lambda where the deviance fell within one standard error of 

the minimum was 0.075. At this value of lambda, the model included three variables, (͚sadness͛, 

͚tiredness͛ and ͚alertness͛; see figure 2) as well as a constant. However, the variable contributing 

least (͚alertness͛) has a relatively small (normalised) coefficient value and, we believe that the 

practical advantage in reducing the demands on the client group outweighs the cost of a further 

increase of deviance. These choices resulted in less than a 1% overall increase in deviance. The final 

ŵŽĚĞů ƌĞƚĂŝŶƐ ŽŶůǇ ƚŚĞ ĐŽĞĨĨŝĐŝĞŶƚƐ ĨŽƌ ͚ƐĂĚŶĞƐƐ͛ ĂŶĚ ͚ƚŝƌĞĚŶĞƐƐ͛ ĐŽƌƌĞƐƉŽŶĚŝŶŐ ƚŽ ƚŚĞ ůĂƌŐĞƐƚ ǀĂůƵĞ ŽĨ 

ůĂŵďĚĂ ;Ϭ͘ϬϴϮͿ ƚŚĂƚ ĞǆĐůƵĚĞƐ ͚ĂůĞƌƚŶĞƐƐ͛͘ 

Insert Figure 1 about here 



The resulting model contained a constant (-2.99) and coefficients for two of the six mood variables, 

these being tiredness (0.34) and sadness (0.09). Coefficients for sadness and tiredness were both 

positive, suggesting that higher average sadness and tiredness scores over Period 1 were associated 

with higher risk of scoring positively for depression at GDS2 in this sample. 

Insert Figure 2 about here 

 

The results of the ROC analysis can be found in figure 3. The AUC for the LASSO with logistic 

regression was 0.88, with a confidence interval of 0.69 to 0.97.  

Insert Figure 3 about here 

 

Discussion 

We used the LASSO method with logistic regression to produce a predictive indicator of depression 

status based on data from touchscreen mood self-reports of older adults. The model produced an 

area under the ROC curve of 0.88, indicating good predictive ability for this sample. While this area is 

a good portmanteau measure of performance, a particular clinical setting would require a choice of 

operating threshold at which to make a decision. The ROC curve can be used to determine, for 

example, the acceptability or otherwise of the sensitivity (true positive rate) associated with a 

chosen false alarm rate (false positive rate or one-minus-specificity). 

The LASSO procedure is designed to reduce the number of variables necessary to produce a model, 

and to optimize the size of the coefficients included in the model. Of the six mood score variables 

used here (alertness, happiness, hunger, sadness, tiredness, relaxation), two were retained in the 

final model (sadness and tiredness). This result suggests that a higher average score for tiredness 



and a higher average score for sadness combined were indicative of later positive depression status. 

The Diagnostic and Statistical Manual of Mental Disorders (American Psychiatric Association 2013) 

states that low mood and lack of energy are symptoms of depression. Our finding would suggest that 

these symptoms can be detected prospectively through the use of a daily self-report in this sample, 

suggesting potential for prediction of later onset of depression.  

Our study has a number of strengths. Using a LASSO procedure optimizes the model by including 

only a limited number of variables. This creates parsimony and reduces the burden of data collection 

on users. Use of cross-validation creates a ͚ĐůŽƐĞĚ ůŽŽƉ͛ ŝŶ ƚŚĞ ĚĞǀĞůŽƉŵĞŶƚ ŽĨ ƚŚĞ ŵŽĚĞů͕ which 

focuses attention on predictive ability rather than inference. The AUC of 0.88 (C.I. 0.69-0.97) is high 

in predictive terms. By applying a machine learning approach, we have created a model that has the 

potential to predict depression status in older adults through the use of a simple interface.  

Limitations 

There are limitations to the study. The model produced in this study has been trained on just 37 

individuals from two English cities. In its current form it is therefore unclear how well it would apply 

in clinical use, though the aim of this study was not to produce a clinical tool. Rather, we have 

demonstrated a technique which could be used with a larger and more representative sample to 

produce a model which could in turn be put into clinical use with people at risk of a mood disorder.  

Early detection of such a condition could allow early intervention in line with national or 

international guidelines, for example those offered by the World Health Organisation in their Mental 

Health Gap Action Programme intervention guide (WHO, 2010), potentially reducing the number of 

older adults who develop a mood disorder and/or commit suicide.  

There are also limitations to the analysis we have used. The model is tested on the original sample so 

results are open to criticism. However, the use of repeated 5-fold cross-validation serves to 

ameliorate the problem of over-fitting and variance stabilisation and is known to offer conservative 



results (Rodriguez et al. 2010) suggesting that, in prospective use, performance might exceed that 

quoted. 

Conclusion 

This is the first time to our knowledge that the logistic model, in conjunction with the LASSO has 

been used to produce an algorithm for prediction of depression status based on older adults͛ self-

reporting of their mood using a touchscreen interface. 
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Figure legends 

Fig. 1. Graph showing deviance for multiple values of lambda in the LASSO logistic regression 

procedure. The green dotted line indicates the value for lambda with lowest deviance, while the 

blue dotted line indicates the value of lambda with lowest deviance plus one standard error. 



 

Fig. 2. Graph showing coefficient model produced by the LASSO logistic regression procedure. The 

green dotted line indicates the value for lambda with lowest deviance, while the blue dotted line 

indicates the value of lambda with lowest deviance plus one standard error. Solid coloured lines 

represent variable coefficients changing as a function of lambda. 

 

Fig. 3. Receiver operating characteristic curve for model produced with LASSO with logistic 

regression. The area under the curve (AUC) is 0.88, indicating good predictive ability for this model. 

   


