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**ABSTRACT**

The objective of this work is the formulation of a multi-scale framework for electrochemically promoted systems. We have constructed a 3-Dimensional, isothermal, solid oxide single pellet, multi-scale framework, which describes the chemical and electrochemical phenomena taking place in a solid oxide single pellet under closed-circuit conditions, while the electrochemically promoted oxidation of CO over Pt/YSZ is used as an illustrative system. The proposed framework combines a 3-D macroscopic model which employs the finite element method (FEM) for the simulation of the charge transport and the electrochemical phenomena taking place in the pellet, and an in-house developed efficient implementation of a 2-D lattice kinetic Monte Carlo method (KMC) for the simulation of the reaction-diffusion micro-processes taking place on the catalytic surface. Comparison between the multi-scale framework and a macroscopic model [1] is carried out for several sets of operating conditions. Differences between the steady-state outputs of the two models are presented and discussed. A subsequent parametric study using the multi-scale framework is performed to investigate the effect of the gaseous species partial pressures and of the temperature on the CO₂ production rate.

1. Introduction

This work focuses on the development of a multi-scale framework for accurate simulations of electrochemically promoted systems. The electrochemical promotion of catalysis (EPOC) phenomenon accounts for the alteration of the activity of a catalyst, with a subsequent catalytic performance enhancement, of a metal (or metal oxide) deposited on a solid electrolyte, by means of electrical polarisation [2]. The addressed phenomenon, also referred to as non-Faradaid electrochemical modification of catalytic activity (NEMCA), was for the first time reported in the early 1980s by Vayenas and co-workers [3] and has since been investigated extensively by several research groups all around the world.

The reduction of environmental pollution has become an issue of great concern, requiring more sustainable and more efficient methods of exhaust emissions conversion. Air pollutants, such as carbon monoxide, nitrogen oxides, hydrocarbons and organic emissions, are very effectively being converted to harmless emissions, using appropriate cost-effective heterogeneous catalytic systems. Nevertheless, the use of heterogeneous catalysis bears some significant bottlenecks, such as the short catalytic life time due to deactivation, the high system preparation cost since most of the catalytic systems comprise of pricy metals (e.g. Pt) and the incapability of controlling the catalytic performance ‘in situ’ [4].

The EPOC phenomenon is a promising candidate revealing a great potential in the gaseous emissions treatment technology, since it can increase the life time of the catalyst as well as its activity, leading to lower catalyst loading and to subsequent lower operating costs, modify the selectivity to the desired products and control the catalytic performance during an electrocatalytic process [4,5].

The main objective of this work is the development of an accurate multi-scale framework to describe the effect of electrochemical promotion and to obtain insights for the chemical micro-processes taking place on the catalytic film under closed-circuit conditions.

In a recent study [1], we have developed a multi-dimensional macroscopic model to describe the chemical and electrochemical processes taking place in an electrochemically promoted CO combustion system and to quantify the non-Faradaid catalytic performance enhancement upon polarisation. The proposed model was utilised in conjunction with literature data for the estimation of parameters that are of great importance for EPOC system simulations. Sensitivity analysis for the estimated parameters was
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Nomenclature

\( E_A \) activation energy of a reaction, J mol\(^{-1}\)
\( F \) Faraday constant, A s mol\(^{-1}\)
\( \rho \) current density distribution of anode/cathode, A m\(^{-2}\)
\( I_0 \) exchange current density, A m\(^{-2}\)
\( k_{\text{diff}} \) diffusion micro-process rate constant, s\(^{-1}\)
\( k_{\text{ads}} \) adsorption rate constant of micro-process \( i \), s\(^{-1}\)
\( k_{\text{des}} \) desorption rate constant of micro-process \( i \), s\(^{-1}\)
\( k_{\text{rec}} \) surface reaction rate constant of micro-process \( i \), s\(^{-1}\)
\( k_{\text{pre}} \) pre-exponential coefficient of micro-process \( i \), s\(^{-1}\)
\( N_{\text{AV}} \) Avogadro constant, mol\(^{-1}\)
\( n_t \) total number of micro-processes
\( N_s \) concentration of active sites on catalytic surface, mol m\(^{-2}\)
\( M_j \) molecular weight of species \( j \), kg mol\(^{-1}\)
\( P_{\text{r}} \) one site conditional probability
\( P_{\text{r}}^{\text{a/b}} \) two site conditional probability
\( P_i \) partial pressure of species \( i \), atm
\( Q_i \) charge source term of medium \( i \), A m\(^{-3}\)
\( R \) ideal gas constant, J mol\(^{-1}\) K\(^{-1}\)
\( R_i \) overall rate of species \( i \), mol s\(^{-1}\)
\( S_i \) sticking coefficient of species \( j \)
\( T \) temperature at the catalytic surface, K
\( \xi \) absolute temperature, K
\( t \) time, s
\( V_{\text{OC}} \) Nernst potential, V
\( \chi_j \) mole fraction of species \( j \)

Greek symbols
\( \alpha \) charge transfer coefficient
\( \Gamma_i \) transition probability of micro-process \( i \), s\(^{-1}\)
\( \Gamma_T \) total transition probability, s\(^{-1}\)
\( \eta \) overpotential, V
\( \mu_i \) chemical potential of species \( i \), J mol\(^{-1}\)
\( \pi \) mathematical constant
\( \rho_i \) charge density of medium \( i \), A m\(^{-3}\)
\( \phi_i \) charge conductivity of medium \( i \), \( \Omega^{-1} \) m\(^{-1}\)
\( \Phi_{\text{op}} \) local electrostatic potential of medium \( i \), V
\( \Phi_{\text{op}} \) operating potential in the solid oxide single pellet, V
\( \Omega_{A^r} \) size of class \( A^r \)
\( \Omega_{T} \) total number of lattice sites

Superscripts and subscripts
\( A \) anode
\( Au \) gold
\( C \) cathode
\( CO \) carbon monoxide
\( CO_2 \) carbon dioxide
\( el \) electronic
\( g \) gas phase
\( io \) ionic
\( O \) oxygen
\( O^{2-} \) oxygen anion
\( [O^{\delta +}] \) backspillover species
\( o \) standard conditions
\( Pt \) platinum

Carried out to quantify the effect of each parameter on the \( CO_2 \) production rate. We found that varying the electrochemical kinetic parameters has practically no impact on the predicted \( CO_2 \) production rate, while altering the chemical ones can lead to vast changes of the obtained \( CO_2 \) production rate. It was also established that the dominant effect in such a system is non-Faradaic.

The NEMCA and Faradaic contributions to the system are taking place at different length-scales. The NEMCA effect is limited to the catalyst surface (whose size is on the order of nm), while the Faradaic effect depends on the volume of the entire system (order of \( \mu m \)). Hence, in this study we have extended the work in Fragkopoulos et al. [1] to the formulation of a multi-scale framework to investigate the NEMCA (catalytic processes) and Faradaic (charge transport and triple phase boundary (TPB) electrochemical processes) phenomena taking place in the system at their appropriate length-scales.

Physical phenomena taken into consideration in engineering systems are by nature occurring at different length- and time-scales with varying degrees of complexity. Multi-scale modelling accounts for the construction of a composite mathematical framework that links two or more computational models describing such diverse and complex phenomena [6]. Fig. 1 illustrates a relation between various levels of length- and time-scales with macro-, meso- and micro-scale computational approaches. The macro-scale approach corresponds to the entire flow domain (continuum methods), the micro-scale approach to the molecular level (molecular dynamics, density function theory) and the meso-scale approach to the level between the macro- and micro-scale mechanisms (meso-mechanics).

Communication between the different scales (multi-scale modelling) can be attained through the use of hierarchical or hybrid (concurrent) methods [7]. In the hierarchical method, the simulation of the physical phenomena begins at a smaller scale and the calculated properties are delivered to a larger level, while the hybrid method accounts for more complex simulations where three (or more) different methods are interacting. Furthermore, the classification of multi-scale models also relies on the technique that the submodels are coupled [8,9,10]. A multi-scale approach can consequently be considered as multi-domain, embedded, parallel, serial and simultaneous [8].

The multi-scale approach is very promising nowadays in the field of electrochemistry and especially in solid oxide fuel cell (SOFC) systems, where state-of-the-art frameworks have been developed to link the transport phenomena taking place at the macro-scale, with electrochemical reactions and material properties accurately described at the meso- and micro-scales. Khaleel et al. [12] presented a multi-scale approach where the microscopic model employs the Lattice-Boltzmann method to investigate the performance of a porous electrode, calculating the
overall SOFC current-voltage relation and taking into consideration the structure of the electrode at the micro-structure scale, transportation of oxygen ions as well as reaction surfaces distribution. The evaluated current-voltage relation is subsequently fed to the macroscopic model which performs cell voltage, current density and heat production calculations employing the FEM. Bessler et al. [11] performed multi-scale simulations to describe transport in an internal-reforming SOFC operated on CH₄/H₂O mixtures. The framework is integrated by a macroscopic model, which is used for simulating the transport of the gas-phase in the SOFC channel, the charge transport as well as continuum mass in the porous electrodes, and a microscopic model which is employed for the simulation of mass transport over the TPBs. Kim et al. [13] formulated a multi-scale framework to predict the performance of a SOFC when micro-structure evolution takes place at the anode. In that study, the framework integrates a macroscopic model which simulates the charge and mass transport as well as the electrochemical phenomena, and local material properties such as triple phase boundary density, electrical conductivity and gas diffusivity are calculated through evolving the micro-structure. Lee and Hong [14] developed a multi-scale technique for the design of a novel intermediate-temperature planar-type micro SOFC stack system. The proposed multi-scale approach, couples a computational fluid dynamics (CFD) model which is employed for the simulation of the fuel and air flows, with molecular dynamics simulations which are employed for determining the optimal composition of an electrolyte used in intermediate temperature simulations.

Despite the increasing use of multi-scale frameworks in SOFC systems, such a modelling approach has not been formulated yet for the simulation of electrochemically promoted systems.

In this work, we have constructed a multi-scale framework to describe the effect of electrochemical promotion in a solid oxide single pellet system. The proposed framework links a 3-D macroscopic model used to perform charge transport simulations throughout the solid oxide single pellet employing CFD software (COMSOL Multiphysics), with a 2-D microscopic model used to simulate the reaction-diffusion processes taking place at the anode working electrode (catalytic surface) employing the lattice kinetic Monte Carlo method. Similar to the study presented in Fragkopoulos et al. [1], the electrochemically promoted CO oxidation over Pt/YSZ is chosen as an illustrative scheme. To examine the added value of such a multi-scale model, comparisons between the proposed framework and the macroscopic model [1] dynamic and steady state outputs are performed for various sets of operating conditions. Subsequent parametric investigation using the multi-scale framework is carried out to analyse the effects of the partial pressure and of the temperature on the CO₂ production rate and finally, outcomes from the above study are discussed.

2. Electrochemically promoted multi-scale CO combustion

The electrochemically promoted multi-scale CO combustion over Pt/YSZ is here the system of interest [1]. The reactor utilised in the proposed framework is considered as well mixed and it is of single-pellet type meaning that the entire pellet is exposed to the reacting gas mixture. The reactor design and the 3D computational domain of the single pellet are illustrated in Fig. 2, where Yttria Stabilized Zirconia (YSZ) is utilised as electrolyte, while Pt and Au are used as anode and cathode electrodes respectively. The physical dimensions of the single pellet are tabulated in Table 1 and it should be noted that both Pt and Au electrodes are considered as 2-dimensional (i.e. negligible thickness) layers on YSZ.

The proposed multi-scale framework integrates the reaction-diffusion phenomena, taking place on the catalytic surface (Pt), the charge transport throughout the pellet, as well as the electrochemical processes taking place at the triple phase boundaries. The catalytic surface processes for this system are represented in Fig. 3, while the mechanisms of the chemical (CO oxidation reaction mechanism as proposed by Kaul et al. [15] augmented by reactions (4)–(6) involving the backspillover species (BSS) due to the circuit closure) and of the electrochemical processes taken into consideration in this study are tabulated in Tables II and III respectively.

COMSOL Multiphysics [16], is employed for the simulation of the charge conservation in the pellet at the macroscopic level, while an in-house developed lattice kinetic Monte Carlo model [17–19] is utilised for the simulation of the reaction-diffusion micro-processes taking place on the catalytic surface at the microscopic level. The proposed framework can be used to obtain electronic and ionic potential curves throughout the pellet as well as species’ coverage profiles at the micro-catalytic surface. It can also provide the transient behaviour of the gas mixture concentration in the reactor and of the CO₂ production rate.

2.1. Model assumptions

The main assumptions that have been made for this 3-D multi-scale framework are listed below:

- The gas phase pressure in the reactor as well as the temperature on the catalytic surface and throughout the reactor are considered constant.
- The gaseous mixture in the reactor is considered to be well mixed and to behave as an ideal gas.
- The framework accounts only for the catalytic micro-processes on Pt while the catalytic effect of Au (in presence of Pt), can be neglected [20].
- Only the diffusion micro-process of BSS is taken into account as a simplification to the mass transport on the Pt, since for the other species the dominant micro-processes are the adsorption and desorption ones.

<table>
<thead>
<tr>
<th>Table 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>The physical dimensions of the solid oxide single pellet.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electrolyte/Anode length, m</td>
<td>Lₑ</td>
<td>460 × 10⁻⁹</td>
</tr>
<tr>
<td>Cathode length, m</td>
<td>Lᶜ</td>
<td>400 × 10⁻⁹</td>
</tr>
<tr>
<td>Electrolyte/Anode/Cathode width, m</td>
<td>W</td>
<td>102.3 × 10⁻⁹</td>
</tr>
<tr>
<td>Electrolyte height, m</td>
<td>H</td>
<td>5 × 10⁻⁶</td>
</tr>
</tbody>
</table>
• Assuming that both electrolyte and electrodes are good charge conductors, the operating potential difference throughout the pellet is considered to be constant.
• The electrodes of the cathode and the anode are modelled as ‘flat’ (2-D) surfaces deposited on the electrolyte domain.
• The electrochemical reactions are considered to take place only at the anodic and cathodic TPBs, represented here by the edges of the respective electrodes.
• The chemical potential of BSS is assumed to be equal with the one of the O\(^{2-}\) on the surface of YSZ (\(\mu_{\text{BSS}} = \mu_{\text{O}^{2-}\text{YSZ}}\) [1]).

2.2. The microscopic model

The microscopic model used here, employs a stochastic methodology for the simulation of the catalytic surface dynamics. Gillespie [21,22] was one of the first authors to use a stochastic approach for simulations of simple homogeneous reacting systems. This probabilistic approach (an extension of the well-known Monte Carlo method proposed by Metropolis and Ulam [23]) has since been extensively improved and employed for complex heterogeneous catalysed reaction system kinetic simulations, where the catalytic surface is either represented by a lattice taking into account the spatial distribution and the local micro-kinetics [24,25] or not taking into consideration any spatial representation [26–28]. In the cases where the catalytic surface is represented by a lattice, this method is referred to as the lattice kinetic Monte Carlo.

The kinetic Monte Carlo method is used to perform stochastic simulations for the probabilistic master equation [29]:

\[
\frac{\partial P_{m,n}}{\partial t} = \sum W_{m-n} P_{m,n} - W_{n-m} P_{m,n}
\]

(11)

where \(n\) and \(m\) are successive configurations of the catalytic surface, \(P_{m,n}\) is the probability that the lattice is in configuration \(n\) at time \(t\), and \(W_{m,n}\) is the probability per unit time that the lattice will undergo a transition from configuration \(m\) to configuration \(n\). Due to the large number of possible configurations, the solution of the master equation (11) cannot be achieved analytically for real system simulations. For this reason, Monte Carlo algorithms are often employed to perform the computational intensive simulations efficiently.

In this work, we have employed an in-house developed lattice kMC model based on the continuous time Monte Carlo (CTMC) algorithm proposed by Reese et al. [24], for the simulation of the reaction-diffusion micro-processes taking place on the catalytic lattice. The main features of the CTMC algorithm exploited here are summarised in the following 5 steps:

1. Initialisation of the lattice. The surface species, i.e. \(\text{O}^\ast\), \(\text{CO}^\ast\), \(\text{BSS}^\ast\), are randomly positioned on the micro-lattice according to the given initial respective number of molecules.
2. Creation of classes (i.e. combinations (or pairs) of reactive surface species). After distributing the species on the catalytic lattice, classes (of species) are formed and the size of each class is computed. The size (total number) of each class is used in the calculation of conditional probabilities (see Eq.(20)).
3. Selection of a micro-process. The probabilistic selection of the micro-process to occur in the current time interval takes place through the following inequality:

\[
\sum_{i=1}^{n} \Gamma_i k_{i-1} \Gamma_i \leq \sum_{i=1}^{k} \Gamma_i , \text{with } R_1 \in (0, 1) \text{ and } (1 < k < n_i)
\]

where \(R_1\) is a random number, \(\Gamma_i\) is the transition probability of micro-process \(i\), \(n_i\) is the total number of micro-processes, and \(\Gamma \Gamma\) the total transition probability which is expressed as the sum of the individual transition probabilities:

\[
\Gamma = \sum_{i=1}^{n} \Gamma_i
\]

(13)

The transition probability for each micro-process \(i\) (as in Table II) is given by:

\[
\Gamma_i = k_i P_{\text{P}_{\text{I}}}, \text{ and } \Gamma_{i-1} = k_{i-1} P_{\text{P}_{\text{I}}}, P_{\text{P}_{\text{I}}},
\]

(14)

\[
\Gamma_2 = k_2 P_{\text{P}_{\text{I}}}, \text{ and } \Gamma_{i-2} = k_{i-2} P_{\text{P}_{\text{I}}},
\]

(15)

Fig. 3. Schematic presentation of the electro-catalytic surface dynamics.

Table II
The scheme of catalytic surface micro-processes.

<table>
<thead>
<tr>
<th>Process</th>
<th>Reaction</th>
<th>Rate Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adsorption/desorption of O(_2)</td>
<td>(O_{2(g)} + 2e^- \rightarrow O_2^{2-})</td>
<td>(1)</td>
</tr>
<tr>
<td>Adsorption/desorption of CO</td>
<td>(CO_{2(g)} + \frac{1}{2} \rightarrow CO_2)</td>
<td>(2)</td>
</tr>
<tr>
<td>Surface reaction between adsorbed CO and O</td>
<td>(O_\ast + CO \rightarrow O_\ast + CO_2)</td>
<td>(3)</td>
</tr>
<tr>
<td>Closed-circuit additional micro-processes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Surface reaction between adsorbed CO and BSS</td>
<td>(BSS + CO \rightarrow BSS + CO_2)</td>
<td>(4)</td>
</tr>
<tr>
<td>Desorption of BSS</td>
<td>(2BSS + \frac{1}{2} \rightarrow 2BSS)</td>
<td>(5)</td>
</tr>
<tr>
<td>BSS Surface diffusion</td>
<td>(BSS + O_\ast \rightarrow BSS + O_\ast)</td>
<td>(6)</td>
</tr>
</tbody>
</table>

Table III
The scheme of electrochemical reactions.

<table>
<thead>
<tr>
<th>Type of Reaction</th>
<th>Process</th>
<th>Rate Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cathodic TPB</td>
<td>(3 \times 2e^- \rightarrow O_2^{2-})</td>
<td>(7)</td>
</tr>
<tr>
<td>Anodic TPB</td>
<td>(O_{2(g)} + CO_2 \rightarrow O_2 + CO_2)</td>
<td>(8)</td>
</tr>
<tr>
<td></td>
<td>(O_{2(g)} + CO_2 \rightarrow O_2 + 2e^-)</td>
<td>(9)</td>
</tr>
<tr>
<td></td>
<td>(O_{2(g)} \rightarrow BSS + 2e^-)</td>
<td>(10)</td>
</tr>
</tbody>
</table>
\[ \Gamma^*_3 = k^*_3(P'_0 P'_{CO}/\sigma' + P_{CO} P'_0/\sigma') \]  
(16)
\[ \Gamma^*_4 = k^*_4(P_{BSS} P'_{CO}/\sigma' + P_{CO} P_{BSS}/\sigma') \]  
(17)
\[ \Gamma^*_5 = k^*_5 P_{BSS}/\sigma' \]  
(18)
\[ \Gamma_{\text{diff}} = k_{\text{diff}}^{BSS} (P_{BSS} P'_{CO}/\sigma' + P_{CO} P_{BSS}/\sigma') \]  
(19)
where \( k^*_1, k^*_3 \) and \( k^*_4 \) are the adsorption, desorption and surface reaction rate constants respectively, \( k_{\text{diff}} \) is the diffusion micro-process rate constant, \( P_A \) and \( P_{A'/B'} \) are the one and two site conditional probabilities, respectively. The one site conditional probability, \( P_A \), expresses the probability of selecting a site occupied by \( A^* \), while the two site one, \( P_{A'/B'} \), expresses the probability of picking a site occupied by \( B^* \) after choosing an adjacent site occupied by \( A^* \). The conditional probabilities \( P_A \) and \( P_{A'/B'} \) are given by [24]:
\[ P_A = \frac{\Omega_A^*}{\Omega_T}, \quad \text{and} \quad P_{A'/B'} = \frac{\sum_{j=1}^{2} (\Omega_{B'A'})}{4 \cdot \Omega_B^*} \]  
(20)
where \( \Omega_A^* \) is the number of sites occupied by \( A^* \), \( \Omega_T \) is the total number of lattice sites, \( \Omega_{B'A'} \) is the number of sites of identity \( B^* \) that have \( j \) adjacent sites of identity \( A^* \) (also referred to as size of class \( B^*A^* \)). Number 4 in the denominator of Eq.(20) is the maximum number of the adjacent sites that a selected site can have (the diagonally adjacent sites are not taken into account in this scheme). The individual adsorption rate constants, \( k^*_i \), are expressed using the gas collision theory as [25,30]:
\[ k^*_i = \frac{S_i P_T X_i}{N_s} \left( \frac{1}{2 \pi M_i R T_i} \right)^{1/2} \quad i = 1 (j = O_2) \quad \text{and} \quad i = 2 (j = CO) \]  
(21)
where \( S_i \) is the sticking coefficient of gaseous species \( j \), \( P_T \) is the system operating pressure, \( X_i \) is the mole fraction of gas species \( j \), \( N_s \) is the concentration of active sites on the catalytic surface, \( M_i \) is the molecular weight of species \( j \) and \( T_i \) is the temperature of the catalytic surface. The individual desorption, \( k^*_d \), and surface reaction, \( k^*_r \), rate constants follow the Arrhenius expression:
\[ k^*_d = k^*_d 0 \exp \left( -\frac{E^*_a}{R T_s} \right), \quad i = -1, -2, 3 \]  
(22)
where \( k^*_d 0 \) and \( E^*_a \) are the pre-exponential factor and the activation energy for each micro-process \( i \), respectively. The diffusion micro-process rate constant, \( k_{\text{diff}} \), can be related with the continuum diffusion coefficient, \( D_n \), using a similar correlation to the one presented in Phillips [31] and in Tello and Curtin [32]:
\[ k_{\text{diff}} = D_n \frac{1}{A_S} = D_n N_A N_s^{1/3} \]  
(23)
where \( N_A \) is the Avogadro constant, \( N_s \) is the catalyst site density, \( \Omega_T \) is the total number of lattice sites and \( A_S \) is the catalyst surface area.

4. Selection of lattice sites and reaction. Having found probabilistically (using Eq.(12)) which micro-process is to occur, we randomly select a class associated with the chosen micro-process. Consequently, lattice sites that belong to the selected class are randomly picked and the micro-process takes place. Finally, an update of the number of surface and gaseous species, of the size of classes and subsequently of the conditional and of the transitional probabilities follows.

5. Update of time variable. After the chosen micro-process takes place, the time interval, \( \Delta t_{\text{micro-process}} \), for this kMC event is calculated using a random number \( R_2 [22,30] \):
\[ \Delta t_{\text{micro-process}} = \ln \left( \frac{1}{R_2} \right) \frac{1}{\Gamma_T} \]  
(24)
The simulation time is then updated using the following expression:
\[ t_j = t_{j-1} + \Delta t_{\text{micro-process}} \]  
(25)
where \( t_{j-1} \) is the value for the time before each micro-process takes place and \( t_j \) is the updated value for the time (after each micro-process takes place).

After updating the time variable, we start again from step 3 (selection of micro-process) and we follow the same process. This iterative process is continued until the given time reporting horizon, \( t^{\text{rep}} \), is reached.

The rates of consumption/production of the gaseous phase species due to the catalytic micro-processes taken into consideration in the kMC algorithm are given by:
\[ \hat{R}^*_i = \frac{\text{molecules of } i}{N_{AV}^{\text{rep}}} \]  
(26)
where \( N_{AV} \) is the Avogadro constant, \( \mu^{\text{kMC}}_{\text{rep}} \) is the time reporting horizon used for every kMC run and \( \text{molecules of } i \) is the number of molecules of species \( i \) produced (positive sign) or consumed (negative sign) within the kMC time reporting horizon.

2.3. The macroscopic model

The macroscopic model utilised here consists of a set of PDEs to describe the charge conservation in the solid oxide single pellet. The charge transport in a non-porous media \( i \), is described by the Poisson equation as follows [1,33]:
\[ \frac{\partial \rho_i}{\partial t} = -\nabla (-\sigma_i \nabla \Phi_i) + Q_i \]  
(27)
where \( \rho_i \) is the charge density, \( \sigma_i \) is the charge conductivity, \( \Phi_i \) is the local electrostatic potential and \( Q_i \) is the charge source term. Potential application between the anode and cathode electrodes in the solid oxide single pellet leads to transportation of charge throughout the pellet, and to exchanges of ionic to electronic charge and the vice versa, at the anodic and cathodic TPBs due to the electrochemical reactions taking place there (see Table III). Considering no charge source, the ionic and electronic charge conservation in the electrolyte and at the two electrodes
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respectively, can be described as follows:

\[
\frac{d\rho_{\text{el}}}{dt} = -\nabla (-\sigma_{\text{el}} \nabla \Phi_{\text{el}}) \quad (28)
\]

\[
\frac{d\rho_{\text{el}}^{A/C}}{dt} = -\nabla (-\sigma_{\text{el}}^{A/C} \nabla \Phi_{\text{el}}^{A/C}) \quad (29)
\]

where \(\rho_{\text{el}}\) and \(\rho_{\text{el}}^{A/C}\) are the ionic and electronic charge densities, \(\sigma_{\text{el}}\) and \(\sigma_{\text{el}}^{A/C}\) are the ionic and electronic conductivities, and \(\Phi_{\text{el}}\) and \(\Phi_{\text{el}}^{A/C}\) are the ionic and electronic potentials respectively. The superscripts A/C stand for the Anode/Cathode electrode domains.

The gaseous phase species’ Faradaic rates and the BSS Faradaic generation rate due to the electrochemical reactions (7) to (10) occurring at the TPBs of the cathode and the anode are described by the following expressions:

\[
\hat{R}_{\text{CO}_2}^{\text{FEM}} = -\int_0^L \int_0^F \frac{\mu_{\text{CO}_2}}{2F} \, dx \, dz \quad (30)
\]

\[
\hat{R}_{\text{CO}}^{\text{FEM}} = -\int_0^L \int_0^F \frac{\mu_{\text{CO}}}{2F} \, dx \, dz \quad (31)
\]

\[
\hat{R}_{\text{O}_2}^{\text{FEM}} = \int_0^L \int_0^F \rho_{\text{el}}^{A} \, dx \, dz - \int_0^L \int_0^F \rho_{\text{el}}^{C} \, dx \, dz \quad (32)
\]

### Table IV

Multi-scale framework utilised parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pt specific site density, mol m(^{-2})</td>
<td>(N_s)</td>
<td>(2.5407 \times 10^{-3}) [20]</td>
</tr>
<tr>
<td>Sticking coefficient of (\text{O}_2) on Pt</td>
<td>(S_{\text{O}_2})</td>
<td>(7.69 \times 10^{-3}) [1]</td>
</tr>
<tr>
<td>Sticking coefficient of (\text{CO}) on Pt</td>
<td>(S_{\text{CO}})</td>
<td>(5.38 \times 10^{-3}) [1]</td>
</tr>
<tr>
<td>(\text{O}_2) desorption pre-exponential factor, s(^{-1})</td>
<td>(k_{d1})</td>
<td>(2.4 \times 10^{13}) [15]</td>
</tr>
<tr>
<td>(\text{O}_2) desorption activation energy, J mol(^{-1})</td>
<td>(E_{a1})</td>
<td>(243139) [1]</td>
</tr>
<tr>
<td>(\text{CO}) desorption pre-exponential factor, s(^{-1})</td>
<td>(k_{d2})</td>
<td>(6.5 \times 10^{11}) [15]</td>
</tr>
<tr>
<td>(\text{CO}) desorption activation energy, J mol(^{-1})</td>
<td>(E_{a2})</td>
<td>(99618) [1]</td>
</tr>
<tr>
<td>(\text{CO}) and (\text{O}_2) surface reaction pre-exp factor, s(^{-1})</td>
<td>(k_{e3})</td>
<td>(2.7 \times 10^{5}) [15]</td>
</tr>
<tr>
<td>(\text{CO}) oxidation activation energy, J mol(^{-1})</td>
<td>(E_{A3})</td>
<td>(35186) [1]</td>
</tr>
<tr>
<td>(\text{CO}) and BSS surface reaction rate constant, s(^{-1})</td>
<td>(k_{d4})</td>
<td>(5.73 \times 10^{-3}) [1]</td>
</tr>
<tr>
<td>BSS desorption rate constant, s(^{-1})</td>
<td>(k_{d5})</td>
<td>(4.27 \times 10^{-3}) [1]</td>
</tr>
<tr>
<td>BSS continuum diffusion coefficient, m(^2) s(^{-1})</td>
<td>(D_{\text{BSS}})</td>
<td>(4 \times 10^{-15}) [34]</td>
</tr>
<tr>
<td>BSS diffusion rate constant (KMC), s(^{-1})</td>
<td>(k_{\text{diff}})</td>
<td>(8.4 \times 10^{-2}) (using Eq.(23))</td>
</tr>
<tr>
<td>Cathodic charge transfer coefficient</td>
<td>(\alpha_{c}^C)</td>
<td>0.5</td>
</tr>
<tr>
<td>Anodic charge transfer coefficient</td>
<td>(\alpha_{a}^C)</td>
<td>0.5</td>
</tr>
<tr>
<td>Anodic activation energy, J mol(^{-1})</td>
<td>(E_{A}^C)</td>
<td>(120000) [1]</td>
</tr>
<tr>
<td>Cathode activation energy, J mol(^{-1})</td>
<td>(E_{c}^C)</td>
<td>(110000) [1]</td>
</tr>
<tr>
<td>Cathode pre-exponential coefficient, A m(^{-2})</td>
<td>(\gamma_{c})</td>
<td>(6.91 \times 10^8) [1]</td>
</tr>
<tr>
<td>Cathode pre-exponential coefficient, A m(^{-2})</td>
<td>(\gamma_{A1})</td>
<td>(5.01 \times 10^8) [1]</td>
</tr>
<tr>
<td>Anode pre-exponential coefficient, A m(^{-2})</td>
<td>(\gamma_{A2})</td>
<td>(2.92 \times 10^1) [1]</td>
</tr>
<tr>
<td>Anode pre-exponential coefficient, A m(^{-2})</td>
<td>(\gamma_{A3})</td>
<td>(3.42 \times 10^4) [1]</td>
</tr>
<tr>
<td>Anode (Pt) electrical conductivity, (\Omega^{-1}) m(^{-1})</td>
<td>(\sigma_{a}^P)</td>
<td>as in [16]</td>
</tr>
<tr>
<td>Cathode (Au) electrical conductivity, (\Omega^{-1}) m(^{-1})</td>
<td>(\sigma_{a}^C)</td>
<td>as in [16]</td>
</tr>
<tr>
<td>Electrolyte (YSZ) electrical conductivity, (\Omega^{-1}) m(^{-1})</td>
<td>(\sigma_{\text{El}})</td>
<td>as in Eq. (53)</td>
</tr>
<tr>
<td>(\Omega_{\text{YSZ}}) chemical potential, J mol(^{-1})</td>
<td>(\mu_{\text{YSZ}})</td>
<td>(-236.4 \times 10^3) [35,36]</td>
</tr>
<tr>
<td>CO standard chemical potential, J mol(^{-1})</td>
<td>(\mu_{\text{CO}})</td>
<td>(-137.3 \times 10^1) [37]</td>
</tr>
<tr>
<td>(\text{CO}_2) standard chemical potential, J mol(^{-1})</td>
<td>(\mu_{\text{CO}_2})</td>
<td>(-394.4 \times 10^1) [37]</td>
</tr>
</tbody>
</table>
\[ R_{SS}^{FEM} = \frac{W}{2F} \int_0^L \int_0^1 dx dz \]  
\hspace{1cm}(33)\\
where \( W \) is the width of both anode and cathode electrodes, \( L_{an} \) is the length of anode and cathode electrodes respectively, \( F \) is the Faraday constant, \( I_{\text{SS}}^{\text{FE}} \) denotes the current density distribution of the Anode/Cathode computed by Eq.(43) and Eq.(37), respectively.

2.3.1. Boundary conditions

The numbering of boundaries (B) and edges (E) of the 3D computational domain is presented in Fig. 4. There are in total 7 boundaries and 15 edges, of which, E2–4, E6 and E10–11 represent TPBs. It should be noted that boundaries B1 and B3 represent the anodic (Pt) and cathodic (Au) electrodes respectively.

For the solution of the set of PDEs that describe the charge transfer in the pellet, boundary conditions need to be imposed. The electronic potential is fixed to the value of the operating potential \( \Phi_{op} \) at edge E5 and to 0 at E1.

E5 : \( \Phi_e = \Phi_{op} \)  
\hspace{1cm}(34)\\
E1 : \( \Phi_e = 0 \)  
\hspace{1cm}(35)

Transfer of electronic to ionic current occurs at the TPBs of the cathode that are represented by E6 and E10–11. Hence:

\[ -n \cdot (\sigma_e \nabla \Phi_e^c) = I^c \]
\hspace{1cm}(36)\\
\[ \text{E6 and E10 –11} : -n \cdot (\sigma_n \nabla \Phi_n) = -I^c \]

where \( I^c \) is the current density distribution of the cathode which is due to the electrochemical reaction (7) taking place at the cathodic TPBs. The current density of the cathode can be expressed using the Butler–Volmer equation as:

\[ I^c = 3 \times I_0 \left[ \exp \left( \frac{nF}{RT} \eta^{c} \right) \right] - \exp \left( \frac{-nF}{RT} \eta^{c} \right) \]  
\hspace{1cm}(37)\\
where \( I_0^{c} \) is the exchange current density of the cathode the expression of which can be found in Fragkopoulos et al. \[1\], \( n_e \) is the number of electrons transferred in the cathodic electrochemical reaction, \( \alpha^c \) is the cathodic charge transfer coefficient and \( \eta^{c} \) is the overpotential of the cathode. The factor of 3 in the above expression is due to the parallel electrical circuit analogy \[1,38\].

The overpotential of the cathode is defined as \[39\]:

\[ \eta^c = V_{OC} - (\Phi_{el}^c - \Phi_{in}) \]  
\hspace{1cm}(38)\\
where \( \Phi_{el}^c \) and \( \Phi_{in} \) are the local equilibrium potentials of the cathode and the electrolyte mediums respectively, and \( V_{OC} \) is the thermodynamic open circuit potential given by \[1\]:

\[ V_{OC} = \frac{1}{2F} \left[ \mu_{BSS}^A - \mu_{BSS}^C \right] + RT \ln \left( \frac{\hat{P}_{O_2}^{\text{new}}}{\hat{P}_{CO}^{\text{new}}} \right) + \frac{RT}{2F} \ln \left( \frac{p_{O_2}^{\text{new}}}{p_{CO}^{\text{new}}} \right)^{1/2} \]  
\hspace{1cm}(39)\\
where \( \mu_{BSS}^A \) is the chemical potential of BSS, \( F \) is the Faraday constant, \( p_I \) is the partial pressure for species i in the gas phase (subscripts A and C stand for anode and cathode respectively) and \( V_{OC}^{n_{ideal}} \) is the ideal Nernst potential expressed as \[1\]:

\[ V_{OC}^{n_{ideal}} = \frac{1}{2F} \left( \mu_{BSS}^A - \mu_{BSS}^C \right) \]  
\hspace{1cm}(40)\\
where \( \mu_{BSS}^A \) is the chemical potential of species i at standard conditions.

Ionic charge is transferred to electronic at edges E2–4 which represent the anodic TPBs. Hence:

\[ -n \cdot (\sigma_n \nabla \Phi_n) = I^a \]
\hspace{1cm}(36)\\
\[ \text{E2 –4} - n \cdot (\sigma_n \nabla \Phi_n) = -I^a \]  
\hspace{1cm}(41)\\
where \( I^a \) is the total current density of the anode which is due to the electrochemical reactions (8) to (10) taking place at anodic TPBs. The total current density of the anode can be expressed using the parallel electrical circuit analog as \[38\]:

\[ I^a = I^a_1 + I^a_0 + I^a_0 \]  
\hspace{1cm}(42)\\
where \( I^a_1, I^a_0 \) and \( I^a_{10} \) are the current density distributions due to the electrochemical reactions (8), (9) and (10), respectively, given by the following expression \[40,41\]:

\[ I^a_i = I_{0i} \left[ \exp \left( \frac{\alpha^i nF}{RT} \eta^{a} \right) \right] - \exp \left( \frac{- (1 - \alpha^i) nF}{RT} \eta^{a} \right), \]  
\hspace{1cm}(43)\\
where \( I_{0i} \) is the exchange current density of the anode for each electrochemical reaction i, the expression of which can be found in Fragkopoulos et al. \[1\], \( \alpha^a \) is the anodic charge transfer coefficient and \( \eta^{a} \) the overpotential of the anode.

The overpotential of the anode is given by:

\[ \eta^{a} = \Phi_{el}^{a} - \Phi_{in} \]  
\hspace{1cm}(44)\\
where \( \Phi_{el}^{a} \) and \( \Phi_{in} \) are the electronic and ionic potentials at the anode side respectively.

At all the remaining boundaries and edges the no flux condition is imposed for both ionic and electronic charge transfer.

2.4. The FEM/kMC multi-scale framework coupling

The macroscopic and microscopic simulators are communicating their respective outputs through the update of the partial pressures of the gaseous phase species and also through the BSS (generated during the macroscopic simulation) feed in the kMC simulation.

The partial pressures of the gaseous species are updated using the following expressions:

\[ \hat{P}_{CO}^{\text{new}} = \frac{RT}{F_d} \left( \hat{R}_{CO}^{\text{FEM}} + \hat{R}_{CO}^{\text{KMC}} \right) \]  
\hspace{1cm}(45)\\
\[ \hat{P}_{CO}^{\text{new}} = \frac{RT}{F_d} \left( \hat{R}_{CO}^{\text{FEM}} + \hat{R}_{CO}^{\text{KMC}} \right) \]  
\hspace{1cm}(46)\\
\[ \hat{P}_{O_2}^{\text{new}} = \frac{RT}{F_d} \left( \hat{R}_{O_2}^{\text{FEM}} + \hat{R}_{O_2}^{\text{KMC}} \right) \]  
\hspace{1cm}(47)\\
\[ \hat{P}_{\text{He}}^{\text{new}} = P_{\text{in}} - \left( \hat{P}_{O_2}^{\text{new}} + P_{\text{CO}}^{\text{new}} + \hat{P}_{CO}^{\text{new}} \right) \]  
\hspace{1cm}(48)\\
where \( \hat{P}_{\text{He}}^{\text{new}} \) is the updated partial pressure of species i, \( \hat{P}_{\text{in}} \) is the partial pressure of species i at the inlet of the reactor, \( F_d \) is the volumetric flowrate of the gas mixture, \( R \) is the ideal gas constant, \( \hat{R}_{CO}^{\text{FEM}} \) and \( \hat{R}_{CO}^{\text{KMC}} \) the Faradaic (computed through macroscopic FEM simulations) and catalytic rates (computed through kMC simulations).
The macroscopic generation of oxygen BSS ([O$^2-$ $-$ O$^2-$]), using a similar correlation to the one presented in Karavasilis et al. [42] for sodium backspillover species ([Na$^+$ - O$^2-$]), is given by:

$$\frac{d\theta_{BSS}}{dt} = \frac{\hat{R}_{BSS}^{FEM}}{N_{AV}}$$ \hspace{1cm} (49)

where $\hat{R}_{BSS}^{FEM}$ is the Faradaic generation of BSS (Eq.(33)), $N_{AV}$ is the cataIyst site density and $A_S$ is the catalytic surface area.

Eq.(49), taking into account the number of lattice sites occupied by BSS, $\Omega_{BSS}$, and that $\theta_{BSS} = \Omega_{BSS}/\Omega_{T}$ and $A_S = \Omega_{T}/N_iN_{AV}$, takes the form:

$$\frac{d\Omega_{BSS}}{dt} = \hat{R}_{BSS}^{FEM}N_{AV}^{\text{horizon}}$$ \hspace{1cm} (50)

and subsequently (for relatively small reporting horizons, $t_{\text{rep}}^{\text{kMC}}$):

$$\Omega_{BSS}(t + t_{\text{rep}}^{\text{kMC}}) - \Omega_{BSS}(t) = \hat{R}_{BSS}^{FEM}N_{AV}^{\text{horizon}}$$ \hspace{1cm} (51)

where $N_{AV}$ is the Avogadro number, $\Omega_{BSS}(t + t_{\text{rep}}^{\text{kMC}})$ is the number of BSS molecules at the end of the time reporting horizon and $\Omega_{BSS}(t)$ is the number of BSS molecules at the beginning of the time reporting horizon.

Thus, the total number of BSS molecules, $n_{BSS}$, to be introduced into the kMC simulator during each reporting horizon, taking into consideration that $n_{BSS} = \Omega_{BSS}(t + t_{\text{rep}}^{\text{kMC}}) - \Omega_{BSS}(t)$, is given by:

$$n_{BSS} = \hat{R}_{BSS}^{FEM}N_{AV}^{\text{horizon}}$$ \hspace{1cm} (52)

While $n_{BSS}$ is a continuous variable, only the integer part of it is taken into account to calculate the number of BSS molecules introduced into the lattice.

Szymczak and Ladd [43] suggest that in a continuous process, it is not enough to just introduce the correct number of molecules in a domain but also the technique for this introduction is important. They found that it is more accurate to release the molecules continuously over a time horizon rather than at the beginning of it. Taking this into consideration, the molecules (calculated using Eq. (52)) are introduced into the lattice using a timestep randomly chosen from a uniform distribution in the range $[t, t + t_{\text{rep}}^{\text{kMC}}]$ and are being randomly placed at empty sites available at the lattice boundaries.

A schematic representation of the multi-scale framework algorithm is illustrated in Fig. 5. Initial conditions for temperature, $T$, gaseous species’ partial pressures, $P_i$, and operating potential, $\Phi_{op}$, are fed into the microscopic simulator $R_i^{\text{kMC}} = 0$ and at the end of a time reporting horizon (chosen here as $t_{\text{rep}}^{\text{kMC}} = 10^{-3}$s), the lattice kMC simulator provides the production/consumption rates of each gaseous species, $R_i^{\text{kMC}}$, computed by Eq.(26). The partial pressures of the gaseous species are then updated using Eq.(45) to Eq.(48) taking into account the $\left(R_i^{\text{kMC}}\right)$. It is worthwhile to note here that for the first update of the partial pressures, the Faradaic rates computed by Eq.(30) to Eq.(32) are not taken into account ($R_i^{\text{FEM}} = 0$ since the macroscopic run has not yet been performed). The computed partial pressures are subsequently fed into the microscopic simulator and at the end of the same time reporting horizon, the model provides the Faradaic rates for each species (Eq. (30) to Eq.(32)) and a Faradaic generation term for BSS (Eq.(33)). The partial pressures of the gaseous species are updated again, now taking into account the values of the current $R_i^{\text{FEM}}$ and of the previously calculated $R_i^{\text{kMC}}$, and are fed back to the microscopic simulator also providing the calculated number of BSS (Eq. (52)). This process is continued until the total desired time is reached.

3. Numerical solution approach

COMSOL Multiphysics is utilised as the partial differential equation solver where the FEM is employed for the simultaneous solution of the set of PDEs described by equations (28) and (29) at the macroscopic level. The 3-D computational domain is discretised in 38,876 tetrahedral triangular elements and the GMRES system solver (Incomplete LU preconditioner, 0.01 drop tolerance) in COMSOL is chosen for the solution of the set of equations. The charge conservation in the anode and cathode electrodes is implemented using the weak form boundary PDEs incorporated in COMSOL. The kinetic Monte Carlo method is employed for the simulation of the reaction-diffusion micro-processes (as in Table I) taking place on the catalytic surface. The 2D catalytic surface is represented by a 1800 x 400 sites micro-lattice (respectively to the LxKxW (460 nm by 102.3 nm, see Table I) macro-lattice using the selected site density, $N_i$). Such a small catalytic surface was chosen in this work for two reasons: (i) The simulation of the multi-scale system can be performed with efficiency at relatively short times and with small memory requirements and (ii) it represents an actual nano-patterned experimental system currently being set up by a collaborating experimental group [44]. The macro- and micro-sopic models interact at the anodic triple phase boundaries via the BSS Faradaic generation (Eq.(33)) and also through the gaseous species partial pressures updates (Eq.(45) to (48)). MATLAB R2012b [45] is used as the interface between the macro- and micro-sopic models the codes of which are written in COMSOL scripts and in standard FORTRAN 90 [46], respectively.

The selected framework parameters are tabulated in Table IV along with their corresponding sources. The electronic charge conductivities, $\sigma_{NS}^e$ and $\sigma_{PS}^e$, can be found in COMSOL Material Library [16], while the ionic charge conductivity is given by [47]:

$$\sigma_{NS}^{\text{ion}} = 33.4 \times 10^4 \exp\left(-\frac{10300}{T}\right)$$ \hspace{1cm} (53)

Table V

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Operating (reference) pressure, atm</td>
<td>$P_{in}$</td>
<td>1</td>
</tr>
<tr>
<td>Faraday’s constant, A mol$^{-1}$</td>
<td>$F$</td>
<td>96485</td>
</tr>
<tr>
<td>Volumetric flowrate of gas mixture, m$^3$s$^{-1}$</td>
<td>$F_{in}$</td>
<td>$2.5 \times 10^{-6}$</td>
</tr>
<tr>
<td>Operating potential, mV</td>
<td>$\Phi_{op}$</td>
<td>700</td>
</tr>
</tbody>
</table>

Fig. 6. Effect of inlet partial pressure of CO on enhancement factor $\Lambda$. 

\[ Po_2^{\text{inlet}} = 5.8 \text{ kPa} \]
4. Results and discussion

The operating conditions utilised in the multi-scale framework are listed in Table V. The operating potential, $\Phi_{\text{op}}$, is fixed to 700 mV and is considered to be constant throughout the solid oxide single pellet. Also, the pellet is assumed to be preheated at the system operating temperature. The non-Faradaic efficiency of the multi-scale system is depicted in Fig. 6. The effect of the inlet CO partial pressure on the enhancement factor, $\Lambda$, computed by the multi-scale framework, follows the same trend with the one calculated by a macroscopic model we have previously developed [1], while the values of $\Lambda$ of the order of $10^3$ demonstrate how strong the non-Faradaic effect is for this system. Also, as it can be seen in Fig. 6 the multi-scale models predicts higher $\Lambda$, at low CO inlet partial pressures below 1kPa at the selected operating conditions.

Comparisons between the CO$_2$ production rate dynamic profiles multi-scale framework and our previously developed macroscopic model of the same system [1] are carried out under atmospheric conditions, through investigating the transient and the steady state behaviours resulting from each modelling study. Furthermore, the multi-scale framework is exploited for the investigation of the effect of the gaseous species partial pressures and of the operating temperature on the CO$_2$ production rate.

4.1. Transient results

Comparisons between the CO$_2$ production rate dynamic profiles resulting from the macroscopic and the multi-scale frameworks at a temperature $T = 623.15$ K, for an inlet partial pressure of O$_2$, $P_{\text{O}_2}^{\text{inlet}} = 3.5$ kPa, and for different CO partial pressures are depicted in Fig. 7a–c. We can observe that although the dynamics of the models are similar, quantitative differences are exhibited in their steady state responses. More specifically, the multi-scale framework predicts greater CO$_2$ production rates, with a relative difference of about 70%, than the CO$_2$ production rates predicted by the macroscopic model for the combination of $P_{\text{O}_2}^{\text{inlet}} = 3.5$ kPa and $P_{\text{CO}}^{\text{inlet}}$. The comparisons are carried out with the macroscopic model presented in [1], while our multi-scale model is described in section 3.2.
\(P_{\text{CO}}^{\text{inlet}} = 50\) Pa operating partial pressures (Fig. 7a). Increasing the CO partial pressure to \(P_{\text{CO}}^{\text{inlet}} = 300\) Pa (Fig. 7b) leads to a decreased relative difference of 20\% and in the case of \(P_{\text{CO}}^{\text{inlet}} = 660\) Pa (Fig. 7c) we have almost identical responses. Hence, the macroscopic model predicts lower CO\(_2\) production rates than the ones predicted by the multi-scale model for low CO partial pressures, while the systems tend to the same qualitative behaviour for larger CO partial pressures. Fig. 7a–c shows that the macroscopic model simulation can accurately replace the multi-scale system one for high CO partial pressures, while multi-scale simulations are necessary for accurate CO\(_2\) production rate estimations at low CO partial pressures. This is expected, since high CO partial pressures result in CO high coverages and to subsequent reduced interactions with adsorbed O molecules.

The CO\(_2\) production rate transients were further investigated using different sets of operating conditions. Figs. 8a–c and 9a–c illustrate the CO\(_2\) production rate differences between the two modelling frameworks for \(P_{\text{CO}}^{\text{inlet}} = 5.0\) kPa and \(P_{\text{CO}}^{\text{inlet}} = 6.5\) kPa respectively. The dynamic trends of the models are again here similar.

Decreasing differences are observed between the models’ steady state outputs when \(P_{\text{CO}}^{\text{inlet}}\) was increased. Moreover, as we can observe in Figs. 7a–c, 8a–c and 9a–c, both modelling frameworks reach steady state at the same time for all utilised operating conditions, as expected due to the low BSS diffusion probability compared with the adsorption/desorption ones (same as in Raimondeau and Vlachos [25] for low CO diffusion probability).

4.2. Steady state results

The steady state effects (computed through dynamic simulations over sufficiently long times) of inlet partial pressure of CO on CO\(_2\) production rate for both macroscopic and multi-scale models, at a temperature \(T = 623.15\) K and for inlet partial pressures of O\(_2\), \(P_{\text{O}_2}^{\text{inlet}} = 3.5\) kPa, 5kPa and 6.5kPa are summarised in Fig. 10a–c respectively.

A typical “volcano-type” behaviour [5] is observed in the CO\(_2\) production rate for both frameworks. Greater differences are
observed between the models’ corresponding outputs for relative-
ly low CO inlet partial pressures.

The produced CO2 reaches a maximum value at \( P_{\text{CO}2}^0 / P_{\text{CO}}^0 \approx 30 \) as computed by the multi-scale framework and at \( P_{\text{CO}2}^0 / P_{\text{CO}}^0 \approx 20 \) as computed by the macroscopic model. Moreover, the macroscopic model predicts a lower maximum CO2 production rate than the multi-scale one, illustrating the importance of accurate simulations in such a system where maximum CO2 production rate is desired.

For \( P_{\text{CO}2}^0 / P_{\text{CO}}^0 < 30 \), the differences between the models’ steady state outputs are getting reduced when increasing the CO inlet partial pressure and for \( P_{\text{CO}2}^0 / P_{\text{CO}}^0 < 7 \) minor or no differences are observed. Reducing discrepancies between the mean field and the kMC rates for increasing CO partial pressures has been reported in the literature [25]. Raising the CO partial pressures leads to increasing CO adsorption rates and to subsequent CO higher coverages. The higher the CO coverage the lower the interactions between adsorbed CO and O surface species.

### 4.3. Parametric study

Parametric studies have also been performed, using the multi-
scale framework, in order to investigate the effect of operating
conditions on CO2 production rate.

**Effect of \( P_{\text{O}2}^0 \).** The effect of \( P_{\text{O}2}^0 \) on CO2 production rate at a
temperature \( T = 623.15 \) K and for increasing \( P_{\text{CO}2}^0 \) values is illustrated in
Fig. 11. A “volcano-type” behaviour is found in the CO2
production rate. We can also observe that increasing the O2 inlet
partial pressure leads to greater CO2 production rates and
subsequently to better catalytic performance.

**Effect of Temperature.** The effect of temperature on CO2
production rate for \( P_{\text{CO}2}^0 = 5 \) kPa and for temperatures between
320 °C and 380 °C is depicted in Fig. 12. As we can see, small
increases in the system operating temperature lead to noticeable
increases in the electrochemically promoted CO2 production
rate as expected, since the surface reaction probability increases with
increasing operating temperature. Increasing the system operating
temperature leads to a consequent increase in the CO desorption
probability which as a result shifts the maximum production of
CO2 towards slightly greater \( P_{\text{CO}2}^0 \) values.

The effect of the system operating temperature on the
electrochemically promoted CO2 production rate is further
investigated for temperature ranges between 300 °C and 500 °C
(as the NEMCA effect in such systems is observed in that range of
temperature values [48–50]) and presented in Fig. 13. As we can
observe, temperature increases lead to significant increases of the
catalytic performance. Also, “volcano-type” behaviour is observed
for temperatures lower or equal to 400 °C, while “S-
type” behaviour is favoured for temperatures greater or equal to
450 °C.

### 5. Conclusions

The objective of this study was the formulation of a
3-dimensional, isothermal, dynamic solid oxide single pellet
multi-scale framework to describe the chemical and electrochem-
ical processes taking place in the system under application
of potential. The proposed framework is integrated by a 3-D
macroscopic model which simulates the charge transport
throughout the pellet as well as the electrochemical processes
taking place at the triple phase boundaries of the anode and the
cathode, and a 2-D microscopic model which simulates the
reaction-diffusion micro-processes taking place on the catalytic
surface of the anode. COMSOL Multiphysics is utilised for the simultaneous simulation of the set of charge conservation PDEs employing the finite element method, while an in-house developed lattice kMC model is employed to perform the microscopic simulation. The proposed framework allows the prediction of electronic and ionic potential curves, species coverage on the catalytic micro-lattice, transients of gas mixture concentration in the reactor, and it also provides CO2 Faradaic and non-Faradaic production rates.

CO2 production rate curves have been computed to compare the performance of the proposed multi-scale framework with that predicted by a macroscopic model under atmospheric conditions. The models were found to exhibit similar dynamic trends for the sets of utilised conditions. However, quantitative differences have been observed between their steady state CO2 production rates. The predicted CO2 production rates (in mol cm⁻² s⁻¹) are found to be of the order of 10⁻⁷ which is quite reasonable for such systems [5]. Rising CO inlet partial pressures is leading to reducing differences between the models’ steady state predictions and also to minor or almost no differences for \( P_{CO}^0/P_{CO2}^0 < 7 \). Moreover, the maximum catalytic performance is predicted at \( P_{CO}^0/P_{CO2}^0 \approx 30 \) by the multi-scale framework and at \( P_{CO}^0/P_{CO2}^0 \approx 20 \) by the macroscopic model. These observations suggest that the macroscopic model simulation can accurately replace the multi-scale system one for high CO partial pressures, while the use of the multi-scale system is beneficial for accurate maximum CO2 production rate estimations at low CO partial pressures.

The multi-scale framework was further explored for temperature parametric studies. We have observed that temperature increases result in significant increases of the CO2 production rate through increasing the surface reaction probability. Also, alterations in the system’s behaviour have been observed. “Volcano-type” behaviour was favoured for temperatures lower or equal to 400 °C and “S-type” behaviour was observed for temperatures greater or equal to 450 °C.
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