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Abstract

In this work, we present an active tactile perception approach for
contour following based on a probabilistic framework. Tactile data
were collected using a biomimetic fingertip sensor. We propose a
control architecture that implements a perception-action cycle for
the exploratory procedure, which allows the fingertip to react to
tactile contact whilst regulating the applied contact force. In addi-
tion, the fingertip is actively repositioned to an optimal position to
ensure accurate perception. The method is trained off-line and then
the testing performed on-line based on contour following around
several different test shapes. We then implement object recognition
based on the extracted shapes. Our active approach is compared
with a passive approach, demonstrating that active perception is
necessary for successful contour following and hence shape recog-
nition.

Keywords: perception-action, active tactile perception, tactile ex-
ploration, naive Bayes classifier, contour following, robotic finger.

1 Introduction

Despite rapid advances in robotics, most robots are still designed to
work in controlled and structured environments with minimal hu-
man interaction. The challenge is to design robots that can perform
appropriately in unstructured, human-centered environments along-
side human colleagues. In order to achieve this aim, robots need to
make best use of their senses, perceiving their environment whilst
managing uncertainty similarly to how humans make perceptual de-
cisions. The sense of touch plays an important role in our ability to
safely explore and interact with the world. Humans rely on touch
in situations where vision is partial or occluded (for instance, in
darkness), through appropriate finger or hand movements such as
palpation and sliding [1, 2, 3, 4]. Therefore, in this study, we are
interested in developing methods for robots that make best use of
their sense of touch, to enable them to interact tactually with their
environment in a robust and accurate way.

In this work, we present an approach for active tactile percep-
tion using a biomimetic tactile sensor based on the human finger-
tip [5, 6]. Shape and position sensing properties of this fingertip
have been characterised recently, and shown to naturally give per-
ceptual hyperacuity [7]. Here we concentrate on a contour follow-
ing task to give an example of a type of procedure that requires a
perception-action cycle to complete. The proposed active control
method has two aspects: (1) reacting to contact detection to en-
sure safe exploration and (2) repositioning the fingertip sensor in
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(a) iCub fingertip mounted on the

exploratory robot platform

(b) Four test objects used for

contour following

Figure 1: The contour following method is performed by (a) the
iCub fingertip mounted on a exploratory platform composed of a
Cartesian robot and Mindstorms NXT-robot. (b) The Four different
objects used for the on-line testing (a cross-shape, a C-shape, an
L-shape and a rectangle).

an optimal position to ensuring good perception. To perform this
task successfully, the methods for perception will need to manage
uncertainty appropriately, for which we use a probabilistic method
for robot perception [7, 8] that relates to the neuroscience of human
and animal decision making [9, 10]. The motivation for the cur-
rent study is that a perception-action cycle based on this approach,
which involves making perceptual decisions to execute appropriate
actions, has not been examined or implemented in a robot.

Although some techniques exist that allow robots to follow con-
tours, none have used the probabilistic active perception approach
developed here. For instance, in [11, 12, 13], tactile images were
used for edge recognition, applying image processing techniques
such as median filter, Hu transform and geometric moments. Mean-
while, another approach for contour following was based on contact
force and orientation with respect to the surface [14, 15].

Here we propose a perception-action architecture for contour fol-
lowing based on the tactile feedback from a biomimetic fingertip.
The tactile information, collected by tapping against the object, is
used to perceive edge orientation using an active perception strategy
that optimizes the position of the fingertip. To implement active tac-
tile exploration, the control architecture moves the fingertip to a lo-
cation that should improve the perception of the edge orientation. In
addition, the tapping motion of the fingertip reacts actively to con-
tact detection, to control the contact force and protect the fingertip.
For these reasons, we collected tactile data with taps whose contact
force is actively controlled. Other approaches have used types of
contact, for example grasping to perceive object shape [16, 17].



(a) Edges used for training (b) Fingertip configuration

(c) Position classes (d) Taxel layout

Figure 2: (a) The four edges of a rectangle were used for train-
ing the active perception approach. (b) Configuration of the iCub
fingertip with its orientation fixed relative to the object. (c) Posi-
tion classes used for classification. These positions are divided into
three regions (plane, edge, air). (d) Fingertip shape and taxel layout.

Our approach for active tactile perception was first validated off-
line and then tested on-line to track the edges of four different ob-
jects (Figure 1b). The extracted shapes of these objects could then
be discriminated using a histogram method. Finally, the perfor-
mance of the contour following with active and passive perception
were compared. These results demonstrate that only by using ac-
tive perception could a successful contour following behaviour and
hence shape classification be achieved.

2 Methods

2.1 Tactile fingertip sensor

The tactile fingertip sensor used in this work was taken from the
tactile sensory system of the iCub humanoid. This humanoid has
a tactile sensory system composed of artificial skin in the palms,
fingertips, forearms and torso [5, 6]. This sense of touch allows the
iCub humanoid to perceive and interact with its environment.

The dimensions and rounded shape of the iCub fingertip are sim-
ilar to the human fingertip (see Figure 2d). The fingertip uses a
capacitive sensor technology, with contact pressure measured from
the capacitance of 12 contact pads called taxels (tactile elements).
These taxels perform akin to the mechanoreceptors in the human
fingertips, which respond to mechanical stimuli such as pressure. In
the iCub fingertip, the taxel separation is about 4 mm and the mea-
surements are sampled at 50 Hz. The data from the taxels are digi-
tised locally in the fingertip with a capacitive-to-digital converter.
The output of the digitised data is in the range of 0 and 255, and is
sent to a central computer to be processed. Pre-filtering operations
such as sensory noise reduction and thermal drift compensation are
managed with a supplied ‘drift compensation’ module [18].

In previous work, the perceptual abilities of the iCub fingertip
sensor have been systematically explored and shown to be very
good. In particular, position perception at sub-millimeter accuracy
has been demonstrated, giving the first example of hyperacuity in
robot touch [7].

2.2 Integrated robot platform

An integrated robot platform was constructed to enable shape ex-
ploration with the iCub fingertip. A Cartesian robot (Yamaha XY-
X series) and a Mindstorms NXT Lego robot were integrated to

achieve movements in the x-, y- and z-axes (Figure 2). The Carte-
sian robot allows precise positioning movements along the x- and
y-axes to an accuracy of about 20 µm, and has been previously uti-
lized for characterising the properties of tactile sensors, for example
whiskers [19, 20]. Given the physical characteristics of the tactile
sensor (in that it could be damaged by rubbing repeatedly along
a surface), a tapping procedure was chosen for gathering sensory
data. The taps were performed along the z-axis, and executed with a
custom-built NXT Lego robot system (Figures 1 and 2). This NXT
robot was responsible for controlling and executing periodic taps,
with the iCub fingertip mounted at an appropriate angle to contact
a horizontal surface.

The control and synchronisation of this robot was based on us-
ing tactile feedback, with the movements in the x- and y-axes and
the taps along the z-axis coordinated by the signal from the iCub
fingertip. Modules for communication and control for both robots
(Cartesian robots and NXT Lego robot) and also for the iCub finger-
tip were developed in the C/C++ language and the standard library
for the iCub platform, YARP [21].

2.3 Active positioning for contour following

In this work, contour following is achieved using a perception-
action cycle in which a tap of the iCub fingertip is processed and
classified to decide the next movement. This procedure is repeated
so that the fingertip follows the edge of an object. These movements
of the exploratory platform are active in two ways.

First, the fingertip responds actively to tactile contacts according
to contact detection that causes the NXT Lego robot to stop a tap
whenever the contact pressure crosses a predefined threshold. The
20 ms latency for this task is sufficient to detect an object and avoid
collisions that could potentially damage the fingertip. After the fin-
gertip has been stopped, it returns to a set height. This active con-
tact strategy enables objects with different heights to be perceived
equivalently without explicitly controlling the height parameter for
tapping. It also avoids issues with unstructured environments in
which robots do not have prior information about object position.

Our second use of active touch optimizes the edge perception
by analysing if the fingertip is placed in a valid position range for
perceiving the current edge orientation class (Figure 3). The valid
ranges for positioning the fingertip relative to the edge are from the
8 mm to 11 mm position classes (with these ranges obtained from
the off-line validation). When the fingertip position is in this valid
range, it continues following the contour along the direction de-
fined by the perceived edge orientation. If the position is outside
this range, then an active repositioning step is executed to move
the fingertip towards the desired range for optimal perception. The
direction of the movements for both following the edge and repo-
sitioning relative to the edge are defined according to the current
perceived edge orientation.

2.4 Control architecture for contour following

The control architecture for contour following with active tactile
perception (Figure 4) is based on how humans perceive and act
with their sense of touch. When humans feel physical pain through
the sense of touch, they react with an avoidance movement of the
part contacted. This is done first by a direct reflex arc to the mus-
cles, while concurrently, the signal is sent to the brain to then make
more appropriate avoidance and other actions concerning the sensa-
tion. Similarly, the architecture proposed for our robot reacts when
a tactile contact is detected with the fingertip, regulating the con-
tact force and moving it to a predefined position. Concurrently, the
sensory data from the tactile contact is sent to other modules that
decide the appropriate next movement for the contour following
task. The modules in this architecture are described below.

Firstly, the tactile sensor module receives the information about
the environment, here by performing taps against an object surface.
The contact pressure is compared with a predefined threshold value,
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Figure 3: Active repositioning module. The repositioning step anal-
yses whether the fingertip position is the optimal range according
to the current perceived edge. If the fingertip is out of the optimal
range, then it is moved until the optimal range is reached. Concur-
rently, the fingertip continues following along the perceived direc-
tion of the current edge.

and if the pressure is higher than the threshold the contact detection
module sends a signal to stop the tapping movement. At the same
time, the classification module perceives the current edge orien-
tation and position class of the contact with respect to the tactile
sensor. The decision making module decides the next movement
for the fingertip using the outputs from the classification and short-
term memory modules. In this work, the decision making module
is based on a set of if-then rules, with possible output directions of
movement either left, right, forward and backward. The resposi-
tioning module then places the fingertip in the optimal position for
perception with respect to the current edge of the object (see pre-
vious section on active contour following), using outputs from the
decision making and short-term memory modules. The informa-
tion about the last state is stored in the short-term memory module
and both updated and used by the decision making and reposition-
ing modules. Finally, the motor command module sends the corre-
sponding commands for the robot to perform the next movement.

2.5 Classification method

Data collected across four edges of a rectangular object were used
to train the classifier (Figure 2a). A group of eighteen taps was
obtained across each edge, from which we grouped and separated
the data into regions (plane, edge orientation and air) per edge as
shown in Figure 2c. Taking advantage of this separation of regions,
it was possible to obtain from the classifier one of the following
shape classes: lower edge, upper edge, right edge, left edge, plane
and air. In addition, the contact position of the edge relative to the
iCub fingertip was also returned from the classifier to give a pair
(shape class, position) for each tap. This information was used by
the control architecture to give the contour following behaviour (see
previous section).

The probabilistic classifier was based on a Bayesian formalism
developed for tactile perception [7, 9]. A simplification of this for-
malism produced a maximum likelihood estimation appropriate for
this work, making decisions over a single tap of data [8]. The de-
cision of perceived class Cl (shape class, position) was then found
from the maximum likelihood estimate over the T = 50 samples in
a single test tap and the K = 12 taxels across the fingertip surface

C = argmax
Cl

[

K

∏
k=1

T

∏
t=1

P(st,k|Cl)

]

, (1)

assuming the samples st,k are independent and identically dis-
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Figure 4: Perception-action architecture for the active contour fol-
lowing task. The next fingertip movement is obtained by the
decision-making, repositioning and short-term memory modules.
The fingertip also reacts to the tactile contact to directly regulate
the contact force to avoid damage.

tributed. The likelihoods logP(xi|Cl) were estimated from the train-
ing data using a histogram method. The histogram of pressure read-
ings s of the training data for percept class cn defined a sample dis-
tribution

Pk(s|cn) =
hk(s)

∑s hk(s)
, (2)

where hk(s) was the number of measurement values s in the his-
togram occurring for taxel k. We extracted 12 histograms (one for
each taxel) for each of the training classes. Pressure values were
binned to construct the histogram, uniformly partitioning each pres-
sure range over 100 bins.

3 Results

3.1 Off-line validation of object shape and position

A plastic rectangle (dimensions 48 mm × 58 mm) was used to
gather distinct sets of training and testing data, by using taps to
sample an 18 mm region across each of its four edges (lower, up-
per, left, right) (Figure 2c). The 18 mm region was sampled with
taps at 1 mm steps, obtaining 18 taps across each edge. The contact
of the fingertip with the current object lasted ∼500 ms with a 2 s
delay between taps to avoid possible transients such as from visco-
elastic deformation of the sensor. Five datasets were collected for
each edge, using one dataset for training and the rest for testing.
The orientation of the iCub fingertip was fixed, in that it could not
rotate relative to the edge orientation. Thus, the four edges rep-
resented four different orientations relative to the fingertip. These
orientations are 0, 90, 180 and 270 degrees, as shown in Figure 2b.

Figure 5 shows the data collected from taps over the four differ-
ent edges. The fingertip started the taps from the plane surface, then
passed to the edge and finished in the air region. These movements
passing across the different regions are indicated by change in con-
tact pressure across the taxel positions according to the current edge
and region. This information inputs the classification module re-
turning the pair (shape class, position) which indicates the current
region (lower edge, upper edge, left edge, right edge, plane or air)
and position with respect to the fingertip.

Figure 6 shows the off-line classification results averaged over
the four test datasets. The classification is averaged over the four
collected datasets that were used for testing. We observe that the
smallest classification errors for edge orientation and position are
between the 8th and 11th position classes. Thus the region from
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0

90

180

270

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18

finger position (mm)
 

e
d
g
e
 o

ri
e
n
ta

ti
o
n
 (

d
e
g
)

Angular errorsA

                   

0

90

180

270

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18

finger position (mm)

e
d
g
e
 o

ri
e
n
ta

ti
o
n
 (

d
e
g
)

Position errorsB

 

 high
error

medium
error

zero
error 

 

 

                   
0

10

20

30

40

50

60

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18

finger position (mm)

m
e
a
n
 e

rr
o
r 

in
e
d
g
e
 o

ri
e
n
ti
a
ti
o
n
 (

d
e
g
)

Average over anglesC

                   
0

1

2

3

4

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18

finger position (mm)

m
e
a
n
 e

rr
o
r 

in
fi
n
g
e
r 

p
o
s
it
io

n
 (

m
m

)

Average over anglesD

Figure 6: Angle and position errors averaged over four test datasets. The mean angle and position errors are shown for the four different edge
orientations and eighteen positions (panels A, B). The overall edge orientation errors and fingertip position errors averaged over the edge
orientations are shown, with bars at one standard deviation (panels C, D). Note that the smallest errors are between the 8-11 mm positions,
which are used for the optimal locations for active contour following.

8 mm to 11 mm with respect to the fingertip are the optimal posi-
tions to detect the edge and contact position.

This position range was used by the repositioning module to
place the fingertip at an optimal location for edge perception (Fig-
ure 3). Thus, we can attempt to move the fingertip to achieve
better edge perception in order to improve the contour following.
A perception-action architecture was developed to implement this

contour following task (Figure 4). Note that the repositioning mod-
ule of this control architecture can be enabled/disabled to enact ac-
tive/passive tactile perception. Both methods, the passive and the
active, are described below

3.2 Contour following: passive tactile perception

The passive approach for contour following was tested with a plas-
tic rectangle object over two trials. The approach is passive in the
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Figure 9: Object classification using the 2D-histogram of each object.

sense that the iCub fingertip does not determine the contact position
of the fingertip relative to the edge, and thus makes movements only
along the perceived orientation of the edge. This contrasts with the
approach for active perception below, where corrective moves to
reposition the centre of the fingertip onto the edge are made.

Figure 7 shows the Passive Contour Following (PCF) executed
by the iCub fingertip. The dots represent the taps performed by
the tactile sensor whilst the lines correspond to the displacements
in x- and y-directions. The object is represented by the black lines.
We observe that the fingertip can follow the initial edge at which
it is placed, but it becomes lost at the corners in both test trials
PCF1 (blue) and PCF2 (red). In consequence, the robot failed to to
complete the contour following task.

3.3 Contour following: active tactile perception

The active approach for contour following was first tested with the
plastic rectangular object used for passive perception. The approach
is active in the sense that the iCub fingertip recognises the posi-
tion of the contact, in order to reposition the iCub fingertip so that
the edge lies in its centre where the perception was found to be
best (using the off-line results from section 3.1). These corrective
movements to reposition the centre of the fingertip onto the edge
are made concurrently with following the orientation of the edge.
The length of displacement between taps is 2 mm and 1 mm for
repositioning.

Using active perception, the fingertip could now successfully
trace around the entire outside edge of the rectangle. In particu-
lar, it had no problems at the corners, as shown by the two test trials
ACF1 and ACF2 in Figure 8d.

The contour following test was then repeated on three other
shapes: (a) a cross-shape; (b) a C-shape; and (c) and L-shape. The
paths resulting from the active contour following are presented in
Figure 8(a-d), with two Active Contour Following (ACF1 (blue)
and ACF2 (red) ) tests repeated for each object. Once again, the

coloured dots correspond to the movements of the fingertip given by
the perception-action control architecture (methods) and the solid
black lines are the ground truth positions of the edge of the test
shape. We observe that the active contour following method based
on active tactile perception is able to consistently complete a circuit
around the edge of all four test shapes.

Interestingly, the active contour following approach can change
direction appropriately at corners without an explicit model derived
from corner data. This is an emergent solution for corner classifi-
cation that is a consequence of using an active perception strategy
for edge detection, where the tactile sensor is repositioned in an op-
timal location for perceiving the edge while also moving along the
edge.

3.4 Active contour following for shape recognition

Finally, the objects can be classified based on the extracted shapes
from remembering the history of fingertip positions as it followed
the edge of the objects. In this work, we used the Euclidean distance
measured between a 2D histogram of where the fingertip tapped
against the object and the 2D histogram of where a perfect edge
following of each shape would have been, as shown in Figure 9 for
the paths. For these histograms we used 20 bins over both the x-
and y-axes. The values are normalised from 0 to 1. The minimum
Euclidean distance between the histograms gives the classified ob-
ject. As may expected from Figures 8 and 9, using this classification
we obtained 100% classification accuracy for the shapes from the
paths for active contour following. This result validates that active
contour following can be used for shape recognition.

4 Conclusion

In this work, we presented an approach for active tactile perception,
which we applied to contour following around the edges of sev-
eral distinct test shapes. The method is appropriate for situations
in which visual information is not available, so that the procedure



needs to be purely tactile. Our approach was tested by whether it
could successfully perform the contour following task. Data were
collected by positioning the sensor in the x- and y-plane whilst tap-
ping along the z-axis against an horizontal object. A tapping pro-
cedure was chosen to simplify the perception methodology and to
avoid damaging the fingertip. To allow precise movements, a plat-
form consisting of two robots (Yamaha XY series Cartesian robot
and a Mindstorms NXT Lego robot) was built. The classification
of tactile data was based on a probabilistic approach for robot per-
ception [8, 7, 9] that has been applied previously to various forms
of tactile perception [22, 23, 24].

Our approach was active in two aspects: (1) the fingertip reacts
to each tactile contact by stopping the current tap and moving the
fingertip back up to a predefined height; and (2) a repositioning
module places the fingertip in an optimal position to perceive the
orientation of the edge. Reacting to the contact detection also al-
lowed the fingertip to protect itself against high pressures that could
damage it. Moreover, this type of active tactile perception is useful
in unstructured environments where robots do not have prior infor-
mation about the position of objects.

Active perception was demonstrated using the contour follow-
ing behaviour. This strategy allowed the robot to perform robust
and successful contour following by moving the sensor actively to
the optimal region to ensure it does not lose the edge of the object.
The approach was applied to a range of different shapes over mul-
tiple test trials (Figure 8). Conversely, a passive contour following
strategy, where the fingertip follows the edge without repositioning
perpendicularly to it, failed at the corners of the objects (Figure 7).
In consequence, we claim that active perception is necessary to suc-
cessfully contour follow around the edge of objects with the percep-
tion algorithms and biomimetic fingertip hardware used here.

Object classification was performed using the path traced out by
the contour following, analogously to how humans judge shape by
following the contour of an object [1, 2]. The final shape classifica-
tion resulted in 100% accuracy over two trials of four distinct test
objects (a cross-shape, a C-shape, an L-shape and a rectangle).

Interestingly, we obtained an emergent solution from the active
tactile repositioning to successfully navigate corners. Even though
we did not define an explicit model for corners in the classification,
the active approach was able to change the direction of movement
when the fingertip reached a corner. This is another feature that
highlights the utility of the active tactile perception approach.

In this initial study, only objects composed of right angles were
used to show that active perception is necessary to complete the
task. We expect, however, that our proposed approach can be ex-
tended straightforwardly to finer angular resolution, allowing the
contour following method to apply to more complicated shapes.
The current approach for edge and position perception is another
aspect that could be improved; for instance, by using more than one
tap for classification, as fits naturally within Bayesian perception
framework [7, 9]. In general, we expect the proposed method can
be improved to apply to completely general object shapes.
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