Development of an optical microscopy system for automated bubble cloud analysis
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Recently, the number of uses of bubbles has begun to increase dramatically, with medicine, biofuel production, and wastewater treatment just some of the industries taking advantage of bubble properties, such as high mass transfer. As a result, more and more focus is being placed on the understanding and control of bubble formation processes and there are currently numerous techniques utilized to facilitate this understanding. Acoustic bubble sizing (ABS) and laser scattering techniques are able to provide information regarding bubble size and size distribution with minimal data processing, a major advantage over current optical-based direct imaging approaches. This paper demonstrates how direct bubble-imaging methods can be improved upon to yield high levels of automation and thus data comparable to ABS and laser scattering. We also discuss the added benefits of the direct imaging approaches and how it is possible to obtain considerable additional information above and beyond that which ABS and laser scattering can supply. This work could easily be exploited by both industrial-scale operations and small-scale laboratory studies, as this straightforward and cost-effective approach is highly transferrable and intuitive to use.
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1. INTRODUCTION

Over recent years the use of microbubbles in commercial applications has attracted major interest in areas such as medical imaging, drug delivery, algal growth, biofuel production, and emulsion separation. This has led to a requirement for a deeper understanding of the bubble formation process. Microbubbles, defined by the size range of 1–999 μm have been extensively studied, with industries such as pharmaceuticals, food technology, biotechnology, and medicine taking advantage of the bubble properties.

Microbubbles are more desirable than fine (mm sized) bubbles due to their increased ability to facilitate high levels of mass transfer. Mass transfer, the movement of mass from one location to another, is directly related to the interfacial area between two locations/phases, etc. This is characterized by Eq. (1) below.

\[ J = K_l S(c_g - c_l) \]  

where \( J \) is the interphase mass transfer flux (moles per second), \( K_l \) is the mass transfer coefficient (m/s), \( S \) is the interfacial area (m²), and \( c_g \) and \( c_l \) are the molar concentrations of gas and liquid, respectively [1].

As can be seen from (1) an increase in the interfacial area leads to an increase in the mass transfer flux between the bubble and its surroundings. The spherical shape of the stable bubble leads to an inverse relationship between the surface-area-to-volume ratio and the bubble radius. This means as an equal volume of gas is split into smaller and smaller bubbles, the available interfacial area to facilitate mass transfer increases dramatically.

Despite the broad range of uses for microbubbles, algal growth for biofuel production is currently at the forefront of global research. The movement away from fossil fuels to cleaner, more sustainable forms of energy has been driven by the unsustainability of current fossil fuel usage, and also the global environmental impact these fuels have. Currently, it is estimated between 65%–80% of the global energy demand is met by conventional fossil fuels [2–4]. Despite this knowledge, many current renewable energy sources such as solar power, wind energy, hydroelectricity, and geothermal all focus on production of electricity. As a result, more and more attention is being placed on biofuels, such as biodiesel, to satisfy the energy requirements of the planet. Unfortunately, current processes are very inefficient at converting solar energy to biofuel, with numerous studies discussing the inherent problems of biofuel production, and steps being undertaken to increase proliferation with the addition of microbubbles [1,3,5–12].
Algal separation and harvesting is one of the key challenges to the commercial viability of biofuel production. Once again microbubbles have been utilized to increase the separation efficiency. Gudin and Thepenier [13] estimates that the harvesting step could account for 20%–30% of the total energy usage in biofuel production, although Molina stipulates this figure could be much higher, and as large as 60% [14]. Historically separation has been carried out by flocculation and bioflocculation followed by sedimentation. A development using the Jameson cell in an induced air flotation (IAF) step, this process could reach high yields of up to 98% algal separation. Other techniques, such as dissolved air flotation (DAF) and dispersed air flotation have also been tested as possible routes for algal separation. However, all of these techniques have drawbacks when compared to micro flotation. Microbubble generation by a robust technique, such as the fluidic oscillator systems presented by Zimmerman and Tesa et al. [15–18], have proven to be a breakthrough in energy-efficient separation. Tailoring conditions such as flow rate, pressure, and frequency, the bubble size can be tuned to meet the specific needs of each individual system. In addition, the no-moving-part nature and robustness of the oscillator leads to energy usage 2 or 3 times lower than that used in DAF and dispersed air flotation, for example [19]. In the work by Hanotu et al. [19] micro flotation was presented as a viable alternative for algal separation, finding that separation efficiencies of more than 96% could be achieved with the fluidic oscillator, in addition to the significant energy savings.

Due to the growing commercial applications, it is important to understand and characterize bubble growth and formation in order to control it. There are numerous characterization techniques available, with several briefly reviewed here.

2. ACOUSTIC BUBBLE MEASUREMENT

Bubbles may be measured by the application of acoustic waves to the medium under investigation and monitoring the attenuation, velocity, and amplitude changes exhibited by the acoustic wave as it passes through the bubbling media. Short monochromatic bursts of sound are emitted from a hydrophone, situated within the sample liquid, and pass through the media to a second detector hydrophone. Bubbles influence both the velocity and amplitude of the wave traveling between the emitter and detector, and size distribution calculations are carried out using the dispersion relation [20]. Each bubble has a characteristic resonance frequency, at which the attenuation of the wave is strongest. A frequency sweep is carried out, and bubbles interact with each frequency to a greater or lesser extent based upon size. It is these interactions which are detected and amplified to yield bubble size distributions. Bubble sizes in the range of 34–1200 μm are often encompassed in acoustic study, although the range can be altered through the application of different hydrophones and frequency pulses.

A. Light Scattering

This technique is based on light blocking or dark-field specular reflectometry. A laser beam is sent into the sample where it is reflected and refracted by the particulates, whether they are bubbles or solids. The reflected and refracted light is captured by a photodetector and the signal is intensified by a photomultiplier. The detected signals are sorted by height by the autocorrelation function, and most often the Stokes–Einstein equation is applied to relate the particle motion (often Brownian motion) to the particle size. The size of the particles must be larger than that of the incoming polarized light, allowing the technique to probe down to the nanometer size region.

B. Direct Bubble Imaging

Direct imaging experimental techniques for bubble analysis can vary greatly depending upon the camera, lighting conditions, and lens used. However, in general the bubble size range that can be investigated is similar to that of acoustic-based methods, with the sampling area somewhere between the acoustic and light scattering techniques. The factors effecting bubble imaging and measurement are discussed later.

3. SCOPE OF THIS PAPER

As can be seen from Table 1, direct imaging approaches have the potential to provide a greater range of information regarding microbubble properties compared to both acoustic and light scattering techniques. The extended data set obtainable from imaging-based methods is highly desirable for increasing the understanding of bubbling through both viscous and in viscous media. In addition, direct imaging approaches hold potential applications in algal floc analysis during micro flotation, which would allow simultaneous analysis of both the bubble cloud, the floc, and interactions between the two. This would then enable improvements in algal separation to be made and, as such, lead to large increases in the commercial viability of biofuels. Despite the potential of direct imaging approaches, the slow manual data analysis is a major drawback limiting current applications.

While there are a number acoustic- and laser-based systems available commercially, direct imaging of microbubbles, via optical-based techniques, often need to be developed in house. This work aims to cover the key aspects of developing an optical imaging set-up, with fully automated analysis protocols that

<table>
<thead>
<tr>
<th>Analysis Technique</th>
<th>Size Range (μm)</th>
<th>Analysis Speed</th>
<th>Data Output</th>
<th>Other Pros and Cons</th>
</tr>
</thead>
<tbody>
<tr>
<td>Light scattering</td>
<td>&lt;100</td>
<td>Fast and automated</td>
<td>Size, Size distribution</td>
<td>Small range. Limited output. Increased information, easily modifiable, relatively low cost, viscous liquids may be used</td>
</tr>
<tr>
<td>Photographic (optical)</td>
<td>&gt;50</td>
<td>Slow and manual</td>
<td>Size, Size distribution, Rise velocity, Shape analysis, Formation process</td>
<td></td>
</tr>
</tbody>
</table>
4. EXPERIMENTAL SET-UP

This paper aims to provide a framework for selecting appropriate components to develop a set-up to enable automated microbubble image analysis.

The microbubble imaging approach used here for demonstration of the acquisition of high-quality microbubble images consists of a Mikrotron MC1363 Eosens camera with a 22.9 mm CMOS chip (14 μm square pixel size), Nikon AF Nikkor 70-210 mm, 1:4-5.6, bubble specimen tank, and an array of 7 Bridgelux BXRA-56C9000-J-00 high-brightness LED’s (cool white, 5600 K, 9000 lm) and is shown schematically in Fig. 1(a). The system was focused on the plane running through the center of the orifice plate. Microbubble images were analyzed using custom-made LabVIEW software, details of which are discussed in detail in the preceding paper and are available to download according to Code 1, Ref. [31], Code 2, Ref. [32], and Code 3, Ref. [33] below.

A. Image Capture—Illumination Conditions

For microbubble applications, optimal contrast between the media and bubble is most easily obtained when brightfield lighting conditions are utilized. In such cases, a set-up may comprise camera + objective + sample + illumination source. High-quality images of bubbles are defined as those where the bubble/media interface is sharp and there is high contrast between the bubble and the media (e.g., large difference in intensity between two phases). A high-contrast image of a microbubble cloud is shown in Fig. 1(b). Such backlighting approaches have been found to yield images with high contrast “doughnut” shaped particles, facilitating accurate post-process analysis of the imaged bubbles. It is important to utilize a light source with sufficient intensity to yield such high contrast between the subject and the background. In addition, high-intensity light sources enable the camera to run at lower exposure times and with smaller aperture sizes. Reduction in exposure (the time which the image sensor is exposed), limits the movement of the rising bubble during the acquisition time and thus reduces any blurring/streaking of bubble features. The use of a smaller aperture increases the depth of field, which in turn allows an increased level of focus throughout the image, leading to a more accurate representation of bubble features.

The type of light source employed is also an important consideration during image capture. For acquisition carried out at moderate to high frame rates, conventional halogen lighting is not suitable due to its inherent flickering at 50 Hz arising from the alternating current of the power supply. As such, if the image acquisition frame rate is not matched to the frequency of the illumination source, there are periodic intensity shifts (from bright to dark). Such periodic alterations in image intensity are likely to hamper any automated image analysis protocols as thresholding conditions, which are used to distinguish image features, must be continually adapted. Thresholding can utilize many algorithms to determine whether a pixel is part of a particle or part of the background. High-contrast bubble images enable greater distinction between the bubble and media during the thresholding step, thus allows greater accuracy in particle size determination post-thresholding.

LED illumination sources are able to provide constant irradiation without the periodic intensity fluctuations of halogen sources. LEDs may be arranged into arrays in order to produce large areas of uniform illumination, which can be adjusted in accordance with the supplied power. When utilizing such LED arrays, depending upon the distance between the sample and the LED array, a diffuser may be required to increase illumination uniformity. Further, LEDs are available with a wide range of emission wavelengths and spectral widths that may be selected to match the spectral response of an image sensor.

B. Image Capture—Camera Considerations

The quality of the images acquired is determined by all the components making up the optical imaging set-up, including illumination conditions, lens magnification, numerical aperture, image sensor size (pixel size × number of pixels), and the consequent signal-to-noise ratio (SNR). The SNR represents the ratio of the measured light signal to sources of noise and a large signal-to-noise ratio is important for the acquisition of high-quality bubble images. The SNR may be written as in Eq. (2) below, which is structured as a ratio of total signal generated during exposure divided by various noise components:

\[
\text{SNR} \equiv \frac{PQ_i}{[PQ_i + D + N_r^2]^{1/2}}
\]

where \(P\) is the incident photon flux (photons/pixel/second), \(Q_i\) represents the CCD quantum efficiency, \(i\) is the integration time (seconds), \(D\) is the dark current value (electrons/pixel/second), and \(N_r\) represents read noise (electrons rms/pixel).

The three common sources of noise are photon noise (or short noise), dark current, and read noise. The short noise is a function of the Poisson statistical distribution of photons incident on the image sensor and is equivalent to the square root of the signal. The dark current is a measure of the thermally induced signal and is often reduced by using cooled image sensors. The read noise arises from the system components that turn the incident photons into a measurable voltage.

An important aspect to consider is how the image data is read off the camera sensor. The two most common modes are rolling and global shutter. In rolling shutter, lines of the image sensor array are sequentially read at different times as a readout “wave” sweeps across the sensor. As such, each row of the image sensor will start and end its exposure at different times, which can lead to spatial distortion of the acquired images, especially when studying fast-moving objects, such as...
swimmers. In global shutter mode, all of the pixels in the image sensor are exposed simultaneously and so can be thought of as a snapshot or “freeze frame” mode. The differences between rolling and global shutter modes are best demonstrated considering the acquisition of images of fast-moving objects. For fast-moving objects (i.e., bubbles rising through a medium) images taken using rolling shutter may exhibit large spatial distortions, as the bubbles may move faster than the sequential sensor readout, while the global shutter images will be free from any spatial distortion. As such, for studying microbubbles, a global shutter is preferred as it enables the entire field of view to be temporally correlated.

The image series acquisition rate should also be considered when imaging dynamic bubble behavior, such as microbubble formation or bubble interactions. The maximum frame rate is usually limited by the rate of data transfer between the camera and computer. As such, the frame rate is a factor of the field of view, with smaller fields of view enabling faster frame rates. This has an impact on the type of camera you choose to use. A CCD camera generally has a higher sensitivity compared to a CMOS-based camera. However, the field of view is more flexible on CMOS-based cameras due to the image sensor architecture. In addition, there is usually a trade-off between the total observed field of view and the duration of the image series acquisition possible. For example, fast-moving microbubbles will quickly move out of a small field of view, preventing the measurement of rise velocities.

A further consideration is the choice between a monochromatic and color camera system. It is often the case that monochromatic cameras have a higher sensitivity than color cameras, making monochrome a more logical choice for low lighting conditions, or conditions where high levels of illumination and contrast are required. Furthermore, the image bit depth is an important consideration. Higher bit depths yield images with more subtle tonal difference and the user must determine if this subtlety is necessary at the expense of write speed and file size. The region of interest multiplied by the bit depth gives the number of bits per frame captured during acquisition. If static images are captured, this corresponds to the uncompressed file size. If a video is captured during acquisition, the number of frames is multiplied by this number to yield the file size. Therefore, the region of interest, bit depth, and frame rate must all be considered during acquisition to ensure the data may be written without frame “dropping” and data loss.

C. Post-processing Bubble Image Analysis

The direct bubble imaging set-up demonstrated here allows the acquisition of a large series of high-quality images that must be analyzed in order to obtain quantitative data regarding bubble properties. To facilitate automated image analysis, a custom-made bubble analysis program was developed using Laboratory Virtual Instrument Engineering Workbench (LabVIEW) and is the focus this section.

1. Removal of Edge Effects

Any objects in contact with the edge of the frame under investigation are eliminated from the analysis process. Using a connectivity algorithm, LabVIEW can remove objects based on the surrounding pixels. For example, a pixel labeled $P_0$ has 8 surrounding pixels, $P_1$ to $P_8$, as shown in Eq. (3). Mathematically the pixels $P_1$, $P_3$, $P_5$, and $P_7$ are closer to $P_0$ than the other pixels. If we define the distance between $P_0$ and $P_1$ to be $D$, then the distance from $P_0$ and $P_2$ is $\sqrt{2^2D}$. This gives the user the option to utilize connectivity-4, where the pixel under examination must be a distance $D$ from the original pixel, or connectivity-8, where the pixel under examination must be either $D$ or $\sqrt{2^2D}$ from the original pixel.

$$\begin{bmatrix} P_6 & P_7 & P_3 \\ P_5 & P_6 & P_3 \\ P_4 & P_5 & P_3 \\ \end{bmatrix}$$

(3)

This algorithm acts to remove edge defects from the image before analysis. This is of vital importance to ensure accurate analysis can be carried out.

2. Treatment of Overlapping Bubbles

When a bubble cloud becomes highly concentrated it becomes increasingly unlikely that bubbles do not overlap within the frame. Overlapping bubbles could comprise of just two individuals or may extend to large numbers depending on the conditions used. Due to the highly autonomous nature of the analysis technique presented herein, the authors feel the removal of these overlapping particles is vindicated by the incredibly large dataset still in existence after removal. However, it is possible to separate the particles into the constituent parts using complex algorithms. The first method utilizes the Danielsson function to recreate concentric circles within each particle and allows the particle shape to be determined. The circulatory factor allows the user to decide how much deviation from sphericity to allow the analysis algorithm, utilizing a ratio of the maximum radii and minimum radii. Particles exceeding the circularity factor are eliminated from the analysis, before the reconstruction takes place, with the result shown in Fig. 2.

5. PARTICLE ANALYSIS

Particle analysis parameters may be set by the user and can yield numerous data outputs. These include the maximum radius and the minimum radius, the area of the particle, the moment of inertia, and the position of the particle center as a pixel coordinate $(X, Y)$. This enables the user to access considerably more data than both the ABS and laser scattering techniques discussed previously. Some useful information obtained is summarized below.

![Fig. 2. Danielsson reconstruction of particle forms from overlapping circular features. (a) The overlapping particles are extrapolated into separate ones by the algorithm (b).](image-url)
A. Particle Size Measurement

Particle size measurement was carried out utilizing the Danielsson algorithm coupled with an in-frame calibration, the results of which are shown in Fig. 3 for a “pointfour” diffuser disk (25 mm diameter, 3 mm thick) under a steady 2.5 mL/min flow of air into water. It can be seen that the distribution and mean size of 0.166 ± 0.059 mm can be achieved from the bubble cloud analysis. This sample set encompassed ca 400,000 bubbles in the analysis, which clearly removes the tedious nature of the analysis process. The sample size also brings the direct imaging technique into line with ABS and laser scattering studies and removes the advantage of these techniques over the optical-based methods.

In addition to the straightforward approach outlined above, it is also possible to build in other statistical tests and methodologies to generate automated measurement/statistical analysis systems. For example, determination of the mean bubble size may be performed using the common $D_{[1,0]}$ method as shown in Eq. (4), where $D$ is the individual bubble diameter and $n$ is the total number of bubbles. The $D_{[1,0]}$ method of calculating average bubble diameter is chosen for simplicity, and to quickly represent any changes in bubble diameter that may occur as a result of system parameter alterations [21]:

$$D_{[1,0]} = \frac{\sum_n^n D}{n}. \quad (4)$$

However, the more complex Sauter mean diameter $D_{[3,2]}$ is also a well-known method of estimating average particle size and may be calculated using Eq. (5) [21]:

$$D_{[3,2]} = \frac{\sum_{i=1}^n 6V_i/A_i}{n}, \quad (5)$$

where $V$ and $A$ are the particle volume and surface area, respectively.

B. Bubble Rise Velocity

In addition to the bubble size distribution and determination of the $D_{[1,0]}$ diameter, bubble rise velocity may also be determined. Utilizing the same images as the previous analysis, the ($X$, $Y$) coordinates of the bubble centers may be extracted from each frame. Using tracking techniques discussed by Dunderdale et al. [22] it is possible to convert these coordinates into trajectories for the rising bubble. Utilizing the simple Pythagorean theorem, the distance traveled vertically between frames by each bubble can be readily determined, and as such the rise velocity can be calculated. Coupling this information with the sizing component of the software, the dependence of rise velocity on size can be established, as shown in Fig. 4. A bubble with a diameter of 0.38 mm (black) has a rise velocity of 13.9 mm/s; a 0.70 mm bubble (red) rises at 25.7 mm/s; a 1.33 mm bubble (blue) rises at 41.6 mm/s; a 1.95 mm bubble (pink) rises at 65.1 mm/s; and a 2.25 mm bubble (green) rises at 98.2 mm/s.

$$v = \sqrt{\frac{2h}{t}}.$$  

6. FURTHER ADAPTATIONS AND USES

In addition to the bubble size and the bubble rise velocity determination outlined, optical systems also hold significant advantages over other systems due to their ability to be readily modified. The system may be altered to output many parameters and the use of the developed LabVIEW-based bubble analysis processing tool gives the user the ability to tailor the analysis to specific requirements. In addition, the analysis may be performed post-image capture or in-line, facilitating real-time data analysis. This may be of use during many investigations, such as acoustic streaming [23-26] and oscillatory bubble formation [10,15,16,27-29], as well as to explore viscosity effects and flow rate effects. Similarly, the algal growth for biofuels and the oil emulsion separation industries can benefit from the system by not only obtaining bubble size and size distribution data, but also live images of the interaction between bubbles and flocculated particles. This data has been shown to be of great importance in previous works [1,10,12,19,28,30] to understand the separation processes inherent within these industries. The optical-based approaches provide a convenient, cost-effective way to attain both data sets within a single system.

7. CONCLUSIONS

This study has shown how an optical characterization system may be established and utilized to bring the previously tedious...
optical analysis of bubble clouds to a level of automation previously seen in other high-cost systems such as ABS and laser scattering. The optical system must be optimized and tailored to suit the end goals of the user in order to maximize the usefulness of the process. Once optimized, it has been shown that an optical-based system can be used to surpass the other systems and be applied to a wider range of applications. Combined with the LabVIEW-based bubble analysis software, the implementation of in-line statistical analysis may be achieved, as can post-capture analysis. In addition, the optical system allows dynamic data analysis and as a result, effects such as viscosity or flow rate can be adjusted and the effect on bubble formation monitored in real time. Finally, the optical system provides the user with not only numerical data such as average bubble size and size distribution, but it also provides more qualitative data. The interaction of microbubbles with algal and oil flocs in biofuel production and emulsion separation, respectively, has been shown to be of major importance in both industries. Optical-based imaging methods give the user the ability to monitor this interaction while the quantitative data is being accrued, a significant benefit that cannot be provided by ABS or laser scattering experiments.

In conclusion, we have demonstrated how optical analysis systems can be established and utilized as a straightforward, low-cost alternative to the commonly used ABS and laser scattering techniques. We have also demonstrated how, with minor tweaks, the system can be altered to yield results not possible with other techniques. This paves the way for further research to be conducted into many aspects of the bubble formation process, optimizing aspects of globally important industries in the process.
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