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Global sensitivity analysis of a model for venous valve dynamics
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ABSTRACT

Chronic venous disease is defined as dysfunction of the venous system caused by incompetent venous valves with or without a proximal venous obstruction. Assessing the severity of the disease is challenging, since venous function is determined by various interacting hemodynamic factors. Mathematical models can relate these factors using physical laws and can thereby aid understanding of venous (patho-)physiology. To eventually use a mathematical model to support clinical decision making, first the model sensitivity needs to be determined. Therefore, the aim of this study is to assess the sensitivity of the venous valve model outputs to the relevant input parameters. Using a 1D pulse wave propagation model of the tibial vein including a venous valve, valve dynamics under head up tilt are simulated. A variance-based sensitivity analysis is performed based on generalized polynomial chaos expansion. Taking a global approach, individual parameter importance on the valve dynamics as well as importance of their interactions is determined. For the output related to opening state of the valve, the opening/closing pressure drop ($dp_{\text{valve,0}}$) is found to be the most important parameter. The venous radius ($r_{\text{vein,0}}$) is related to venous filling volume and is consequently most important for the output describing venous filling time. Finally, it is concluded that improved assessment of $r_{\text{vein,0}}$ and $dp_{\text{valve,0}}$ is most rewarding when simulating valve dynamics, as this results in the largest reduction in output uncertainty. In practice, this could be achieved using ultrasound imaging of the veins and fluid structure interaction simulations to characterize detailed valve dynamics, respectively.
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1 Introduction

Chronic venous disease is defined as dysfunction of the venous system caused by incompetent venous valves either with or without a proximal venous obstruction (international consensus committee on chronic venous disease (Porter et al. [1995])). As a result of venous valve incompetence, the muscle pump efficiency is significantly reduced, which has a negative effect on venous return, especially in upright position (Laughlin [1987]). Additionally, chronic venous disease results in increased venous pressure and blood accumulation in the leg (Bergan et al. [2006]). Venous hypertension, in turn, may contribute to the development of varicose veins (affecting one third of the Western population (Evans et al. [1999])) and in the long term to skin changes including pigmentation, venous eczema and even venous ulcers (chronic venous insufficiency) (Eberhardt and Raffetto [2005]).

For diagnosis of chronic venous disease Doppler ultrasound or phlebography (venous X-ray with contrast-agents) are often used to assess the location of leaking valves and varicose veins (Coleridge-Smith et al. [2006]; Eberhardt and Raffetto [2005]; Nicolaides [2000]). Although these methods can adequately detect local defects, they cannot determine the hemodynamic consequences of the disease, such as increased venous pressure and muscle pump inefficiency. Therefore, global measures such as venous pressure or venous calf volume (using air plethysmography (Criado et al. [1998]; Eberhardt and Raffetto [2005])) should be examined after calf muscle contractions or under head up tilt (i.e. going from supine to upright position without putting weight on the limb being measured). With these methods global diagnostic parameters, related to either venous refilling speed following tilt or ejection fraction after muscle contraction, can be assessed (Katz et al. [1991]); e.g. venous filling index ($VFI = \frac{\Delta V}{\Delta t_{90\% refilling}}$), which is measured after tilt. However, measuring venous pressure is invasive and air plethysmography is not available in every vascular laboratory.

An alternative approach to assess the global severity of chronic venous disease is the use of mathematical models based on physical laws and physiological mechanisms. These models can quantitatively predict hemodynamic parameters, that are important for the development of chronic venous disease and are difficult to measure. In the last decade, reduced order models of arterial hemodynamics have developed to a stage where they not only aid understanding cardiovascular (patho-)physiology (Boileau et al. [2015], Shi et al. [2011], van de Vosse and Stergiopulos [2011]), but are also being validated to support clinical decision making (Caroli et al. [2013]; Marchandise et al. [2009]). For the venous system relatively few reduced order models have been developed to examine hemodynamics (Müller and Toro [2014]; Mynard and Smolich [2015]), regulation (Simakov et al. [2013]) and valve dynamics (Keijsers et al. [2015]), but these do include sufficient detail to capture generic venous function and the interplay between the various valves and veins. Although these models are suitable for assessment of the hemodynamic significance of chronic venous disease, they have not yet been applied in this context. Most models used to represent venous valve dynamics are generally only able to represent the open and closed state (diode) (Fullana and Zaleski [2008]; Müller and Tord [2014]; Zervides et al. [2008]), whereas reduced order heart valve models provide more detail (Werner et al. [2002]; Zacek and Krause [1996]). More sophisticated reduced-order valve models have been developed by Korakianitis and Shi [2006], who included valve leaflet motion based on a force balance and Mynard et al. [2012], who related valve opening state to the pressure drop over the valve. The latter model was extended by Pant et al. [2015] to include valve regurgitation due to valve prolapse. These versatile valve models are also preferred for the venous system as they can model regurgitation in leaking valves and allow more
detailed studies of venous valve dynamics, such as capturing venous valve dynamics under head up tilt. Unfortunately, these models require the introduction of more model parameters, which may increase the resulting uncertainty of the model output.

To eventually use such models to support clinical decision making, it is essential to assess the influence of the input parameters on the model output, which can be addressed through a sensitivity analysis. Using a global method both the importance of individual parameters and their interactions can be assessed (Eck et al. [2016]). Furthermore, knowing which parameters are most important, allows for refinement of clinical measurement protocols when using these models to support clinical decision making. Additionally, parameters that are difficult to measure can be assessed by using fluid structure interaction simulations.

The aim of this study is to investigate the sensitivity of a mathematical model of a tibial vein simulating venous valve dynamics under head up tilt. Our previously presented venous model (Keijser et al. [2015]) is extended with the versatile valve model of Mynard et al. [2012]. The influence of venous filling and valve input parameters on the valve dynamics in a healthy subject is assessed via a sensitivity analysis based on generalized polynomial chaos expansion (gPCE). Finally, it is investigated whether more detailed fluid structure interaction simulations are necessary to inform the reduced order model.

2 Methods

To examine the dynamics of a healthy venous valve under head up tilt, a pulse wave propagation model of a vein including a single valve was developed (Figure 1). The pulse wave propagation model enables a continuous distribution of gravity, allows an easy extension of the model configuration to a larger domain and includes non-linear effects.

2.1 Model

The governing model equations are described in this section. This includes the 1D venous pulse wave propagation model, the 0D venous valve model and the boundary conditions. The baseline values of the model parameters can be found in Table 1.

Table 1: Model parameters: Baseline value and description are given. Furthermore, for the parameter included in the sensitivity analysis, the uncertainty range is given in the last column.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Value</th>
<th>Unit</th>
<th>Description</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>( l_{dist} )</td>
<td>10</td>
<td>cm</td>
<td>Length distal part 1D vein</td>
<td></td>
</tr>
<tr>
<td>( l_{prox} )</td>
<td>20</td>
<td>cm</td>
<td>Length proximal part 1D vein</td>
<td></td>
</tr>
<tr>
<td>( p_{ex} )</td>
<td>0</td>
<td>( Pa )</td>
<td>Extravascular pressure</td>
<td></td>
</tr>
<tr>
<td>( g )</td>
<td>9.81</td>
<td>( m \cdot s^{-2} )</td>
<td>Gravitational acceleration on earth</td>
<td></td>
</tr>
<tr>
<td>( A_{eff,min} )</td>
<td>( 1 \cdot 10^{-20} )</td>
<td>( m^{2} )</td>
<td>Minimal effective cross-sectional area</td>
<td></td>
</tr>
<tr>
<td>( \alpha_{rot} )</td>
<td>( 0 - \pi/2 )</td>
<td>rad</td>
<td>Tilting angle (supine to upright)</td>
<td></td>
</tr>
<tr>
<td>( p_{0} )</td>
<td>0</td>
<td>( Pa )</td>
<td>Extravascular pressure in windkessel element</td>
<td></td>
</tr>
<tr>
<td>( p_{wk,in} )</td>
<td>12.0</td>
<td>( kPa )</td>
<td>Constant inlet pressure</td>
<td></td>
</tr>
<tr>
<td>( p_{wk,\text{out}} )</td>
<td>700</td>
<td>( Pa )</td>
<td>Constant outlet pressure</td>
<td></td>
</tr>
<tr>
<td>( \eta )</td>
<td>( 4.5 \cdot 10^{-3} )</td>
<td>( Pa )</td>
<td>Dynamic blood viscosity: Typical viscosity used in 1D hemodynamics models is taken as a reference with an uncertainty of 20% [Boileau et al. [2015]].</td>
<td>( 3.6, 5.4 \cdot 10^{-3} )</td>
</tr>
</tbody>
</table>
### Table 1 – continued from previous page

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Value</th>
<th>Unit</th>
<th>Description</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta_l$</td>
<td>1.0</td>
<td>-</td>
<td>Effective length venous valve ratio ($\beta_l = \frac{l_{eff,vein,0}}{r_{vein,0}}$): Ratio of the effective length of the venous valve relative to the radius of the connecting vein.</td>
<td>[0.5, 2.0]</td>
</tr>
<tr>
<td>$\rho$</td>
<td>1050</td>
<td>kg/m$^3$</td>
<td>Arterial blood density has a value between 1045 and 1055 kg/m$^3$ and venous blood density is on average 0.1 kg/m$^3$ less than arterial blood density (<a href="2013">Mynard and Smolich</a>).</td>
<td>[1040, 1060]</td>
</tr>
<tr>
<td>$\beta_A$</td>
<td>0.65</td>
<td>-</td>
<td>Effective valve cross-sectional area ratio $\beta_A = \frac{A_{eff,max,vaein,0}}{A_{vein,0}}$: Ratio of valve cross-sectional area to the cross-sectional area of the connecting vein. The valve is observed to create a stenosis in the fully open state (<a href="2003">Lurie et al.</a>; <a href="1984">McCaughan et al.</a>).</td>
<td>[0.4, 1.0]</td>
</tr>
<tr>
<td>$K_{vo}$</td>
<td>0.3</td>
<td>Pa$^{-1}$·s$^{-1}$</td>
<td>Valve opening constant: The full range of values reported by <a href="2013">Mynard and Smolich</a> is covered.</td>
<td>[0.2, 0.4]</td>
</tr>
<tr>
<td>$K_{vc}$</td>
<td>0.3</td>
<td>Pa$^{-1}$·s$^{-1}$</td>
<td>Valve closing constant: The full range of values reported by <a href="2013">Mynard and Smolich</a> is covered.</td>
<td>[0.2, 0.4]</td>
</tr>
<tr>
<td>$dp_{valve,0}$</td>
<td>0</td>
<td>Pa</td>
<td>Opening/closing pressure drop over the valve ($dp_{valve,0} = p_{dist} - p_{prox}$) (Figure 3C): Pressure drop over the valve above and below which valve opening and closing are initiated, respectively. This pressure drop is assumed to be close to zero (<a href="2012">Mynard et al.</a>).</td>
<td>$[-10, 10]$</td>
</tr>
<tr>
<td>$q_{bl}$</td>
<td>0.45</td>
<td>mL/s</td>
<td>Baseline flow: The flow is defined to represent the flow in the tibial vein with an uncertainty of 10% (<a href="1998">Saltin et al.</a>).</td>
<td>[0.405, 0.495]</td>
</tr>
<tr>
<td>$K_p$</td>
<td>425</td>
<td>Pa</td>
<td>Venous bending stiffness: The bending stiffness is defined to represent the mechanical characteristics of the tibial vein with an uncertainty of 20% (<a href="2014">Müller and Toro</a>).</td>
<td>[340, 510]</td>
</tr>
<tr>
<td>$r_{vein,0}$</td>
<td>1.50</td>
<td>mm</td>
<td>Radius of the 1D vein: The radius is defined as the radius of the tibial vein with an uncertainty of 20% (<a href="2014">Müller and Toro</a>).</td>
<td>[1.20, 1.80]</td>
</tr>
<tr>
<td>$\tau_{RC}$</td>
<td>2.0</td>
<td>s</td>
<td>Time constant defining the decay of the pressure wave in diastole: Most of the compliance is included in the WK-element (<a href="1991">Westerhof and Elzinga</a>). Uncertainty is set to 20%.</td>
<td>[1.6, 2.4]</td>
</tr>
</tbody>
</table>

---

### 1D Venous pulse wave propagation

The hemodynamics in the large veins are captured using the one-dimensional equations for mass and momentum balance. In this formulation, blood is assumed to be an incompressible, Newtonian fluid. This gives:

\[
C \frac{\partial p_{tr}}{\partial t} + \frac{\partial q}{\partial z} = 0, \quad (1)
\]

\[
\frac{\partial q}{\partial t} + \frac{\partial A v_z^2}{\partial z} + \frac{A}{\rho} \frac{\partial p}{\partial z} = \frac{2\pi a}{\rho} \tau_w + A g_z, \quad (2)
\]

where $C$, compliance per unit length, is a function of transmural pressure $p_{tr} = p - p_{ex}$, where $p$ and $p_{ex}$ are the intra- and extravascular pressure respectively, $q$ is flow, $t$ is time and $z$ is the axial coordinate. Furthermore, $A$ is the cross-sectional area, $v_z$ is the mean velocity in the axial direction, $\rho$ is the blood density, $a = \sqrt{A/\pi}$ is the equivalent radius for equal area, $\tau_w$ is the wall shear stress and $g_z = g \cdot e_z \cdot e_z$ is the contribution of gravitational acceleration in the axial direction. Additionally, $g$ is the gravitational acceleration.
Figure 1: Model configuration consisting of a 0D venous valve, 1D venous pulse wave propagation elements, a 0D micro-circulation and a 0D outlet boundary condition (BC). Furthermore, the gravity vector $\mathbf{e}_g$ is shown together with the rotation angle in both supine and tilted position. The 1D vein is split into a distal ($l_{\text{dist}} = 10 \, \text{cm}$) and a proximal ($l_{\text{prox}} = 20 \, \text{cm}$) part by a 0D valve (zero length). $p_{\text{ven}}$ indicates the location of distal venous pressure as reported in the Results Section in Figure 4E.
on earth, $\mathbf{e}_g$ is the unit vector in the direction of gravity and $\mathbf{e}_z$ is the unit vector in the axial direction along the vessel.

To obtain an estimate of the wall shear stress $\tau_w$ and the advection term $\frac{\partial A_{\text{eff}}}{\partial z}$, the approximate velocity profile of Bessems et al. [2007] is used. The pressure gradient and gravitational forces are assumed to be in balance with viscous forces in the unsteady boundary layer (Stokes layer) close to the vessel wall, whereas inertia forces are assumed to dominate in the central core (for a detailed description see Bessems et al. [2007]).

To describe venous collapse under low transmural pressure, due to e.g. increasing extravascular pressure or gravitational stress, the non-linear constitutive law of Shapiro [1977] is approximated with a fit, which we presented in a previous study (Keijsers et al. [2015]) (Figure 2). The venous compliance per unit length $C$ is calculated as the derivative of the cross-sectional area to the transmural pressure.

**0D Venous valve**

The pressure-flow relation of a dynamic venous valve is included through a fully lumped model (i.e. the valve element has no length and spatial parameters are only included for dimensionality) as described by Mynard et al. [2012]. Additionally, the viscous losses are included in the pressure flow relation

$$\Delta p = Rq + B|q| + L \frac{\partial q}{\partial t}, \quad (3)$$

where $Rq$ represent the viscous losses, $B|q|$ the losses related to the convective acceleration and dynamic pressure, and $L \frac{\partial q}{\partial t}$ the unsteady inertia losses. The associated Poiseuille resistance $R$, Bernouilli resistance $B$ and inertia $L$ are defined by:

$$R = \frac{8\pi \eta l_{\text{eff}}}{A_{\text{eff}}^2}, \quad B = \frac{\rho A_{\text{eff}}^2}{2}, \quad \text{and} \quad L = \frac{\rho l_{\text{eff}}}{A_{\text{eff}}}, \quad (4)$$

where $A_{\text{eff}}$ is the effective cross-sectional area, $\rho$ is the blood density and $l_{\text{eff}} = \beta_l r_{\text{vein},0}$ is the effective valve length expressed as a multiple $\beta_l$ of the reference radius of the connecting vein $r_{\text{vein},0}$. To represent different states of the valve opening the effective cross-sectional area is defined as a function of valve state $\zeta$ via the following relation

$$A_{\text{eff}} = (A_{\text{eff,max}} - A_{\text{eff,min}}) \zeta + A_{\text{eff,min}}, \quad (5)$$

where $A_{\text{eff,min}}$ and $A_{\text{eff,max}}$ are the minimal and maximal valve effective cross-sectional area respectively ($A_{\text{eff,max}} >> A_{\text{eff,min}}$). $A_{\text{eff,max}} = \beta_A A_{\text{vein},0}$ is expressed as a multiple $\beta_A$.
of the reference cross-sectional area of the connecting vein $A_{\text{vein},0}$. To model a dynamic valve, the valve state is defined to vary between zero and one (closed: $\zeta = 0$, open: $\zeta = 1$). The value of $\zeta$ is determined by the differential equations for valve opening and closing respectively

$$\frac{d\zeta}{dt} = \begin{cases} (1 - \zeta) K_v (\Delta p - dp_{\text{valve},0}), & \text{for } \Delta p > dp_{\text{valve},0} \\ \zeta K_c (\Delta p - dp_{\text{valve},0}), & \text{for } \Delta p < dp_{\text{valve},0} \end{cases}$$

(6)

where $K_v$ and $K_c$ are parameters determining the opening and closing speed of the valves. Furthermore, $dp_{\text{valve},0}$ is the pressure gradient above and below which opening and closing is initiated respectively.

**Boundary conditions**

Both the inlet and outlet of the modeled vein are connected to a three-element windkessel model, representing the micro-circulation at the inlet and included to reduce reflections at the outlet (Figure 1). Each windkessel model consists of two resistances $R_{wk,i}$ ($i = 1, 2, 3, 4$) in series and one volume compliance $C_{wk,j}$ ($j = 1, 2$) connected to a constant extravascular pressure $p_0$

$$\Delta p_R = R_{wk,i} q \quad \text{and} \quad \frac{\partial p_{tr}}{\partial t} = \frac{1}{C_{wk}} q.$$  

(7)

For the windkessel element at the inlet the second resistance is defined to match the characteristic impedance $Z_{\text{vein}}$ of the connecting 1D vein

$$R_{wk,1} = Z_{\text{vein}} = \sqrt{\frac{\rho}{A_{\text{vein},0} C_{\text{vein},0}}}. \quad \text{(8)}$$

The first resistance is related to the total windkessel resistance $R_{wk,\text{tot}}$, which is set to match the baseline flow $q_{bl}$

$$R_{wk,\text{tot}} = R_{wk,1} + R_{wk,2} = \frac{\Delta p}{q_{bl}}, \quad \text{(9)}$$

where $\Delta p$ is the gradient between inlet pressure $p_{wk,in}$ and the distal venous pressure under supine baseline conditions. The latter is derived as the outlet pressure $p_{out}$ plus the baseline flow $q_{bl}$ times the resistance of the 1D vein and outlet windkessel element. Next, the compliance is derived from a time constant $\tau_{RC}$

$$C_{wk,1} = \frac{\tau_{RC}}{R_{wk,2}}. \quad \text{(10)}$$

For the windkessel element at the outlet, both resistances are defined to be equal to the characteristic impedance $Z_{\text{vein}}$ of the connecting vein

$$R_{wk,3} = R_{wk,4} = Z_{\text{vein}} = \sqrt{\frac{\rho}{A_{\text{vein},0} C_{\text{vein},0}}}. \quad \text{(11)}$$

The outlet compliance $C_{wk,2}$ is derived from the time constant $\tau_{RC}$ using Equation 10.

In the current model pressure is prescribed as a boundary condition and flow is only indirectly prescribed by defining the resistance of the micro-circulation. The outlet pressure $p_{out}$ is defined to have a constant value and the inlet pressure is defined as $p_{in}$ a constant value plus the hydrostatic column of the 1D part.

$$p_{in} = p_{wk,in} + \rho gh \sin \alpha_{\text{rot}} \quad \text{and} \quad p_{out} = p_{wk,\text{out}}. \quad \text{(12)}$$

\[7\]
where $p_{wk,in}$ is the average arterial pressure, $h$ is the total length of the 1D vein, $\alpha_{rot}$ is the rotation angle determining the posture and $p_{wk,out}$ is a constant pressure at the outlet.

**Numerical implementation**

The equations detailed above were implemented in the finite element package SEPRAN (Ingenieursbureau SEPRAN, Leidschendam, the Netherlands) based on the computational method described by Kroon et al. [2012]. Spatial discretization was implemented using the trapezium rule with element size $dz = 10$ mm. Time discretization was performed using the second-order backward difference scheme with timestep $dt = 10$ ms. Both $dz$ and $dt$ were chosen such that the numerical solution was independent of the selected values and still computationally efficient. Further pre- and postprocessing was done using MATLAB R2012b (MathWorks, Natick, MA, USA).

### 2.2 Head up tilt simulation

A head up tilt was simulated to study the opening and closing of the valve under gravitational stress. To simulate a smooth head up tilt from supine ($\alpha_{rot} = 0$) to upright ($\alpha_{rot} = \frac{\pi}{2}$) the tilt angle $\alpha_{rot}$ was defined with the following relation (Figure 4A):

\[
\alpha_{rot} = \begin{cases} 
0, & \text{if } t < t_0 \\
\frac{\pi}{4} \left(1 - \cos\left(\frac{\pi}{2} \left(t - t_0\right)/\tau_{rot}\right)\right), & \text{if } t_0 < t < t_0 + \tau_{rot} \\
\frac{\pi}{2}, & \text{if } t > t_0 + \tau_{rot}.
\end{cases}
\]  

(13)

where $t_0$ is the time at which the tilt starts and $\tau_{rot}$ is the time over which the tilt is applied. The latter is set to 2.5 s to correspond with in vivo experiments (Jellema et al. [1999]).

### 2.3 Sensitivity analysis

To determine the importance of the model parameters, first the output variance resulting from the input uncertainty was quantified. Using a sensitivity analysis, the total variance of each output was then allocated to the individual parameters and their interactions, as schematically visualized in Figure 3A. The influence of an individual parameter is captured by the main sensitivity index $S_i$, and can be interpreted as the reduction in output variance if this input parameter would have been set to its true value. Higher order effects ($S_{ij}, S_{ijk}, \ldots$) include the contribution between interactions of two or more input parameters (Eck et al. [2016]).

**Output of interest**

The following parameters, which describe valve dynamics, are defined as output of interest (Figure 3B):

- $\zeta_{bl}$, baseline valve state (not necessarily equal to 1.0).
- $t_c$, time point valve closure starts: the first time point after tilt when the valve state decreases below 0.95$\zeta_{bl}$.
- $dt_c$, valve closing time: the time taken to go from 0.95 to 0.05$\zeta_{bl}$.
- $dt_{fc}$, valve fully closed time: the interval between the time the valve state first decreases below 0.05$\zeta_{bl}$ until it increases above 0.05$\zeta_{bl}$.
- $dt_o$, valve opening time: the time taken to go from 0.05 to 0.95$\zeta_{bl}$.
Figure 3: Sensitivity analysis: A Schematic visualisation of the distribution of the output variance over the input parameters: $x_1$, $x_2$ and $x_3$. $S_i = \text{main index}$, $S_{ij} = \text{second order effect}$, $S_{ijk} = \text{third order effect}$. B Output parameters of interest schematically visualized in a plot of the valve state $\zeta$ over time. C Parameters related to the input parameters used in the sensitivity analysis, visualized in a segment of a vein including a valve.

General polynomial chaos expansion
To derive the total variance and the sensitivity indices in a computationally efficient manner, the generalized polynomial chaos expansion (gPCE-R) method is used (Huberts et al. [2014]). This includes the derivation of a meta-model consisting of orthogonal polynomials with output-specific coefficients, which are obtained by a least-squares regression (-R). The sensitivity indices can be derived from the meta-model analytically. To obtain a good regression for the chosen meta-model, the model must be evaluated a sufficient number of times. In this study, the meta-model consists of orthogonal polynomials up to the fourth order and 2730 model evaluations ($CPU \approx 15$ h) are used for regression.

Input parameters
The sensitivity of the model with regard to the valve dynamics is examined under variation of the 11 input parameters related to venous valve dynamics and venous refilling. These parameters are listed in Table II which provides the baseline value and the range used for the sensitivity analysis.

3 Results
3.1 Venous valve dynamics
The valve dynamics and venous hemodynamics were examined while simulating a head up tilt (Figure 4A) in a 1D venous model with a single 0D valve. With all input parameters fixed at their baseline value, the resulting valve state $\zeta$, valve pressure drop $\Delta p_{valve}$, valve flow $q_{valve}$, venous pressure and total volume are shown in Figure 4B, C, D, E and F respectively. Shortly after tilt is initiated, the valve flow decreases (Figure 4D) and the valve closes (Figure 4B). This is followed by a decrease in pressure difference across the valve (Figure 4C). The venous pressure and total volume increase linearly ($VFI = \frac{\Delta V}{\Delta t} = 0.5 \text{ mL/s}$ Figure 4E and F respectively) until the pressure drop over the valve approaches zero, the valve starts to open and the flow increases again at $t \approx 15.7$ s (Figure 4C, B and D respectively).

3.2 Convergence analysis
To assess the quality of the metamodel the descriptive error $\epsilon_{R^2}$, a measure for the residual variance as a fraction of total variance and based on the coefficient of determination
Figure 4: Valve dynamics and hemodynamics under head up tilt for baseline input parameters (Table 1 - Input parameters). In plot A the time course of the tilt is shown. The beginning and end of the tilt are indicated with a dashed line in each plot. Plot B, C and D show the state $\zeta$, pressure drop $\Delta p_{\text{valve}}$ and flow $q_{\text{valve}}$ of the valve respectively. Distal venous pressure $p_{\text{ven}}$ (as indicated in Figure 1) and change in total volume (the sum of the 0D micro-circulation and the 1D vein) are shown in plot E and F respectively.
Figure 5: The quality of the metamodel for each output parameter. The descriptive error \( \epsilon^2_R \) (o) and the predictive error \( \epsilon^2_Q \) (\( \triangle \)) are plotted for increasing number of simulations. The colors represent the different output parameters: \( t_c \), \( dt_c \), \( dt_{fc} \), \( dt_o \) and \( \zeta_{bl} \).

\( R^2 \), and the predictive error \( \epsilon^2_Q \), a measure for the predicted residual variance as a fraction of total variance and based on the validation coefficient \( Q^2 \), were calculated for an increasing number of simulations (Donders et al. [2015]) (o and \( \triangle \) in Figure 5 respectively). The different output parameters are depicted with different colors. Both the descriptive and predictive errors remain stable for increasing number of simulations.

3.3 Sensitivity analysis

The contribution of the valve and refilling related input parameters to the variance in valve timings was assessed using a sensitivity analysis. The resulting main (\( S_i \)) and interaction (\( S_{ij}, S_{ijk}, S_{ijkl} \)) sensitivity indices are presented in pie charts in Figure 6. The input parameters which, individually or while interacting with other parameters, contribute more than 1\% to the output variance are presented with their corresponding color, whereas the sum of the remaining sensitivity indices is shown as the gray area (■). The values of the sensitivity indices presented in Figure 6 are summarized in Table 2. For \( t_c, dt_c, dt_o \) and to a lesser extent \( \zeta_{bl} \), the pressure drop for valve opening and closing \( dp_{valve,0} \) is the input parameter which contributes the most to the output variance (■ in Figure 6A,B,D and E respectively). The venous radius \( r_{vein,0} \) is the most important parameter for the variance of \( dt_{fc} \) (■ Figure 6C). The interaction of various parameters contributes to the variance of \( t_c, dt_c, dt_o \) and especially \( \zeta_{bl} \) (Figure 6B). The interactions of \( dp_{valve,0} \) with \( \beta_A \) and/or \( r_{vein,0} \) are shown to be important for \( \zeta_{bl} \) (Figure 6E).

The average values of the output parameters plus their standard deviations are shown in Figure 7 depicting the absolute and relative values in plot A and B, respectively. Here, the relative value is calculated using: \( y_{rel} = \frac{y - y_{mean}}{y_{mean}} \). A large standard deviation is found for \( dt_{fc} \) and \( dt_o \). Although the absolute standard deviation is small, the relative standard deviation is large for \( t_c \) and \( dt_c \).

The relation between the input parameters with the highest main sensitivity index (\( dp_{valve,0} \) and \( r_{vein,0} \)) and the output parameters is presented in Figure 8. The output and input parameters are shown by row and column respectively. Furthermore, the gray scale is related to the magnitude of the main sensitivity index \( S_i \) (see colorbar). The time of closing \( t_c \) decreases with an increasing pressure drop for valve opening and closing \( dp_{valve,0} \) (Figure 8A), whereas the time needed for the valve to open and close increases with \( dp_{valve,0} \).
Figure 6: Contribution of the input parameters to the variance in the output parameters: A $t_c$, B $dt_c$, C $dt_k$, D $dt_o$ and E $\zeta_{bl}$. The colors represent the various input parameters contributing more than one percent to the output variance. Second and third order interactions ($S_{ij}$ and $S_{ijk}$) are presented with a combination of the colors. The gray area (■) represents the sum of the sensitivity indices which individually contribute less than one percent. The size of the sensitivity index decreases clockwise starting at noon position. The values of the sensitivity indices can be found in Table 2. See pdf for the color version.

Table 2: Contribution of the input parameters to the variance in the output parameters: $t_c$, $dt_c$, $dt_k$, $dt_o$ and $\zeta_{bl}$. Only the sensitivity indices that contribute more than one percent are reported in the table. Coloring corresponds to the coloring used for the pie-charts in Figure 6.

<table>
<thead>
<tr>
<th></th>
<th>$t_c$</th>
<th>$dt_c$</th>
<th>$dt_k$</th>
<th>$dt_o$</th>
<th>$\zeta_{bl}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$dp_{valve,0}$</td>
<td>0.683</td>
<td>0.601</td>
<td>&lt; 0.01</td>
<td>0.572</td>
<td>0.237</td>
</tr>
<tr>
<td>$r_{vein,0}$</td>
<td>0.194</td>
<td>0.012</td>
<td>0.874</td>
<td>0.058</td>
<td>0.060</td>
</tr>
<tr>
<td>$\beta_A$</td>
<td>&lt; 0.01</td>
<td>0.154</td>
<td>&lt; 0.01</td>
<td>0.084</td>
<td>0.072</td>
</tr>
<tr>
<td>$\tau_{RC}$</td>
<td>&lt; 0.01</td>
<td>&lt; 0.01</td>
<td>0.063</td>
<td>&lt; 0.001</td>
<td>&lt; 0.01</td>
</tr>
<tr>
<td>$\beta_l$</td>
<td>&lt; 0.01</td>
<td>0.020</td>
<td>&lt; 0.01</td>
<td>0.013</td>
<td>0.0011</td>
</tr>
<tr>
<td>$K_{vc}$</td>
<td>&lt; 0.01</td>
<td>0.018</td>
<td>&lt; 0.01</td>
<td>&lt; 0.001</td>
<td>&lt; 0.01</td>
</tr>
<tr>
<td>$q_{bl}$</td>
<td>&lt; 0.01</td>
<td>&lt; 0.01</td>
<td>0.044</td>
<td>&lt; 0.01</td>
<td>&lt; 0.01</td>
</tr>
<tr>
<td>$dp_{valve,0}, r_{vein,0}$</td>
<td>&lt; 0.01</td>
<td>0.015</td>
<td>&lt; 0.01</td>
<td>0.051</td>
<td>0.150</td>
</tr>
<tr>
<td>$dp_{valve,0}, \beta_A$</td>
<td>0.063</td>
<td>0.039</td>
<td>&lt; 0.01</td>
<td>0.082</td>
<td>0.183</td>
</tr>
<tr>
<td>$dp_{valve,0}, \beta_l$</td>
<td>&lt; 0.01</td>
<td>&lt; 0.01</td>
<td>&lt; 0.01</td>
<td>&lt; 0.01</td>
<td>&lt; 0.023</td>
</tr>
<tr>
<td>$r_{vein,0}, \beta_A$</td>
<td>&lt; 0.01</td>
<td>0.015</td>
<td>&lt; 0.01</td>
<td>&lt; 0.01</td>
<td>&lt; 0.01</td>
</tr>
<tr>
<td>$r_{vein,0}, \tau_{RC}$</td>
<td>&lt; 0.01</td>
<td>&lt; 0.01</td>
<td>0.011</td>
<td>&lt; 0.001</td>
<td>&lt; 0.01</td>
</tr>
<tr>
<td>$dp_{valve,0}, r_{vein,0}, \beta_A$</td>
<td>&lt; 0.01</td>
<td>0.015</td>
<td>&lt; 0.01</td>
<td>0.012</td>
<td>0.027</td>
</tr>
<tr>
<td>rest (■)</td>
<td>0.060</td>
<td>0.112</td>
<td>0.008</td>
<td>0.118</td>
<td>0.154</td>
</tr>
</tbody>
</table>
Figure 7: Average and standard deviation of the output parameters: A absolute and B relative value.

(Figure 8C,G). The $r_{\text{vein},0}$ parameter shows a strong linear relation with $dt_{fc}$ ($99\%$ of $S_i$ is attributed to the first order polynomial) (Figure 8F). The remaining plots (Figure 8B, D, E, H, I and J) show a lower correlation and have a lower sensitivity index.

4 Discussion

In this study the venous valve dynamics in a healthy subject under head up tilt was investigated using a mathematical model of a single vein geometry including a single versatile valve. To assess the influence of the various filling and valve input parameters on valve dynamics, a sensitivity analysis was performed.

A head up tilt was simulated by rotating a single vein relative to the gravity vector (using baseline parameters). Shortly after tilt initiates, a decrease in valve flow was observed and even some backflow for $0.4$ s. This corresponds to the non-pathological range ($dt_{\text{reflux}} < 0.5$ s) according to the definition of venous reflux in the deep calf veins by Labropoulos et al. [2003]. Once tilting was initiated the vein and micro-circulation started to fill to approach the hydrostatic pressure. The observed linear-plateau pressure and volume pattern is in accordance with in vivo measurements after muscle contractions (Nicolaides and Zukowski [1986]), where the veins are also refilled. As only a small part of the vasculature is included the hydrostatic pressure is smaller than the $12$ kPa measured in vivo, but does match the physically expected $\rho gh = 3.1$ kPa. This small increase in venous pressure (from $1.3$ to $4.4$ kPa) induces only a small increase in 1D volume ($1.3\%$ of total) (see Figure 2). Venous filling index (VFI), a measure of venous filling speed, is equal to $0.5$ mL/s, which is in the region of VFI for healthy subjects ($VFI < 2.0$ mL/s).
Figure 8: The relation between the two dominating input parameters ($dp_{valve,0}$ (left) and $r_{vein,0}$ (right)) and all the output parameters is presented with scatter plots, where each circle represents a single simulation. The output parameters are shown by row and the input parameters by column; the first row presents the relation between output $t_c$ and input $dp_{valve,0}$ on the left (A), and input $r_{vein,0}$ on the right (B). The rest of the output parameters are presented similarly in the subsequent rows. The gray scale represents the main sensitivity index $S_i$, with darker gray for the higher values as indicated with the colorbar. The values of the main sensitivity indices can be found in the first two rows of Table 2.
In short, this implies that the observed pressure and volume pattern and derived global hemodynamics parameters are in accordance with the literature.

The sensitivity analysis showed that \( dp_{\text{valve},0} \), \( r_{\text{vein},0} \), and \( \beta_A \) are the most influential parameters with more than 80% of the variance of all output parameters arising from the sum of the individual and interactive contributions of these three parameters, i.e. \( S_i + S_{ij} + S_{ijk} \). The valve opening pressure \( dp_{\text{valve},0} \) is closely related to the opening and closing of the valve and therefore the observed importance of this parameter on output parameters related to valve state (\( t_c, dt_c, dt_o \) and \( \zeta_{bl} \)) is also expected. The venous reference radius \( r_{\text{vein},0} \) is related to venous filling volume and is consequently the most important parameter for the output describing venous filling time \( dt_{fc} \). Finally, \( \beta_A \) is related to the valve resistance in the open state and is therefore important for the valve dynamic output parameters (\( dt_c, dt_o \) and \( \zeta_{bl} \)). All other parameters only have a minor contribution to the output variance and can therefore be fixed within their uncertainty range. In order to use the model for clinical decision making, the output variance should be decreased. For this, ultrasound could be used to assess \( \beta_A \) (Lurie et al. [2003]) and \( r_{\text{vein},0} \) (Moneta et al. [1988]) and further research using fluid-structure interaction simulations could decrease the uncertainty range of \( dp_{\text{valve},0} \) (Narracott et al. [2015]). Improved assessment of \( r_{\text{vein},0} \) and \( dp_{\text{valve},0} \) would be most rewarding as the standard deviation of \( dt_{fc} \) and \( dt_o \) respectively is the largest. When the output parameters are considered in the context of chronic venous disease estimates of \( r_{\text{vein},0} \) should be improved as \( dt_{fc} \) provides a metric of venous filling time, which is related to venous function.

The sensitivity indices were derived using the generalized polynomial chaos expansion method. The quality of the metamodel was assessed by the descriptive and predictive error (Donders et al. [2015]). While deriving the metamodel for an increasing number of simulations, a slight increase in the descriptive error of the model (\( \epsilon_{R^2} \)), and an increase in predictive power (decrease in \( \epsilon_{Q^2} \)) was found. The convergence analysis demonstrated that only 5% of the output variance could not be captured by the metamodel (\( \epsilon_{R^2} \) in Figure 5). Thereby, showing that the gPCE methods provides significant accuracy for this application.

The current paper describes the feasibility of applying the versatile valve model and the venous 1D pulse wave propagation model in supporting diagnosis of chronic venous disease. Further development should allow for modeling of pathological valve regurgitation, which Mynard et al. [2012] suggested to implement by an increase in minimal cross-sectional area \( A_{\text{min}} \) resulting in a valve model that remains partially open. Valve prolapse could be included by defining a negative valve state, as suggested by Pant et al. [2015]. Furthermore, as chronic venous disease affects the global function of the venous calf circulation, the full venous calf geometry should be incorporated to include interactions between the many valves and the complex venous anatomy, which is possible using the 1D pulse wave propagation model as proposed in our previous study (Keijser et al. [2015]). Additionally, as venous refilling is achieved when the full hydrostatic pressure is established, the proximal veins returning to the heart should also be included. A full circulation model would also allow examination of the influence of venous pulsatility, originating from the thorax and abdomen, on the venous valves. Finally, the model should be validated with fluid-structure interaction simulations or in vivo measured hemodynamics parameters such as the venous filling index after tilt or ejection fraction after muscle contraction (Eberhardt and Raffetto [2005]; Criado et al. [1998]).
5 Conclusion

A venous 1D pulse wave propagation model including a versatile valve model is presented and a sensitivity analysis has been performed on the model while capturing venous valve dynamics in a healthy subject under head up tilt. It has been shown that venous radius $r_{\text{vein,0}}$ and valve opening/closing pressure $dp_{\text{valve,0}}$ are the dominant parameters, which determine the variance in valve dynamics. Decreasing the uncertainty in these parameters to improve the model output accuracy could be achieved by improving clinical assessment via ultrasound or informed by more detailed mathematical models using fluid structure interaction. This would support eventual implementation of the model in clinical practice to aid clinical decision making.
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