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Highlights

1. It is important to estimate the uncertainty in crop model predictions.

2. Two uncertainty criteria are defined, treating predictions as fixed or random.

3. The random criterion includes model, parameter and input uncertainty and also bias.

4. The random prediction criterion is specific for each prediction situation.
Abstract

Crop models are important tools for impact assessment of climate change, as well as for exploring management options under current climate. It is essential to evaluate the uncertainty associated with predictions of these models. We compare two criteria of prediction error; $\text{MSEP}_{\text{fixed}}$, which evaluates mean squared error of prediction for a model with fixed structure, parameters and inputs, and $\text{MSEP}_{\text{uncertain}}(X)$, which evaluates mean squared error averaged over the distributions of model structure, inputs and parameters. Comparison of model outputs with data can be used to estimate the former. The latter has a squared bias term, which can be estimated using hindcasts, and a model variance term, which can be estimated from a simulation experiment. The separate contributions to $\text{MSEP}_{\text{uncertain}}(X)$ can be estimated using a random effects ANOVA. It is argued that $\text{MSEP}_{\text{uncertain}}(X)$ is the more informative uncertainty criterion, because it is specific to each prediction situation.
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1. Introduction

Crop models are important tools in agriculture and environment, including applications in crop breeding and crop management (Boote et al., 2010). A recent major focus is in using crop models to evaluate the impact of climate change on crop production and other crop responses (Rosenzweig et al., 2013).

As for all models, it is essential to estimate the uncertainty in crop model predictions, i.e. the extent to which predicted values may differ from the true values. There is increasing recognition in the crop modeling community that more attention needs to be paid to uncertainty in the crop models (Rötter et al., 2011; Rosenzweig et al., 2013). Recently, studies have been done using both multiple climate models and multiple crop models, as a way of evaluating uncertainty arising from both types of model. Preliminary evidence indicates that in fact, the uncertainty due to the variation between crop models may be larger than that due to climate models (Asseng et al., 2013), which emphasizes the importance of estimating crop model prediction uncertainty (Koehler et al., 2013). Estimating uncertainty is of primary importance for all uses of crop models, for example for exploring crop management options under current climate (Baigorria et al., 2007). It is also of major importance for models in other fields, including climate modeling (Holzkämper et al., 2015; Tebaldi and Knutti, 2007), environmental studies (Uusitalo et al., 2015) or hydrologic modeling (Refsgaard et al., 2006; Renard et al., 2010).
Figure 1

Schematic diagrams of different approaches to estimation of prediction uncertainty. a) Based on comparison of hindcasts with observations. b. Based on propagating input and/or parameter uncertainty through the model. c. Based on multi-model ensemble studies. d. Based on simulations with multiple model structures, multiple input vectors and multiple parameter
vectors for each model. Elements that are explicitly treated as random are within a dash enclosed box.

Past crop model uncertainty studies can be grouped into three different approaches. The first is based on comparing model hindcasts to observed data (fig. 1a). A common measure of discrepancy is mean squared error, but there are many other possible measures of discrepancy, and there have been several studies devoted to examining and comparing them (Bellocchi et al., 2010; Bennett et al., 2013; Yang et al., 2014; Wallach et al., 2014). The use of hindcasts is the standard method of evaluating crop models and there have been numerous studies of this type, aiming to evaluate various models for various applications (Basso et al., 2016; Coucheney et al., 2015a). This is typically referred to by various terms, such as validation, verification and/or evaluation. The assumption is that the discrepancy between past observations and simulated values is an indication of the likely discrepancy in new predictions. That is, observed discrepancies are taken as a measure of uncertainty for predictions. There is no explicit treatment of the uncertainties in the model itself in this approach.

Short-term climate forecasts are often evaluated on the basis of skill scores, which compare some criterion of model fit with that of a naïve predictor ((Murphy 1988, Reichler and Kim 2008). This is comparable to the approach above. However, a major difference with crop models is that in general there is much more data available for testing climate models, although with remote sensing this may become less true. One result is that one can look at performance of climate models as a function of the prediction situation (geographical area,
lead time), while evaluation of crop models is generally limited to estimating a single, average quality of prediction.

In a second approach (fig. 1b), the uncertainties in the model inputs or parameters are of primary concern. It is well understood that the values of the parameters in crop models are only approximations, and may have fairly large uncertainties (Dzotsi et al., 2013). Similarly, many of the input variables in crop models are difficult to estimate or measure and may have large uncertainties due to high spatial or temporal variability (Aggarwal, 1995; Bouman, 1994; Roux et al., 2014). This approach propagates the uncertainty in parameters and/or inputs through the crop model, in order to evaluate the resulting uncertainty in predictions. While these studies clearly evaluate an aspect of prediction uncertainty, the major objective is often elsewhere, namely to identify those factors (inputs or parameters) that contribute most to prediction uncertainty, using sensitivity analysis.

The third, more recent approach is based on multi-model ensembles (MMEs) (fig. 1c). For many crops multiple different crop models have been developed by different research teams. Models might for example differ in the way primary production or soil water or development rate is modeled. Model structure uncertainty is a major source of uncertainty in predictions, not only for crop models (Wintle et al., 2003) but for mechanistic models in general (Neuman, 2003). The variability between different crop models is taken as a measure of the prediction uncertainty due to uncertainty about model structure (Palosuo et al., 2011). This last approach is being used as the basis for assessing crop model prediction uncertainty in impact assessment studies (Asseng et al., 2013; Li et al., 2015).

In climate modeling, when considering climate model projections, emphasis has similarly been on uncertainty as represented by differences between models, or between different parameterizations or different initial values (Stainforth et al., 2005; Tebaldi and
Knutti, 2007). Here again however the situation is quite different than for crop models. There are no data for testing how well climate models will perform in a future, changed world, so uncertainty cannot be directly based on comparison with observations, whereas it is possible to test crop models against experiments that create conditions that may occur in the future but do not occur naturally, such as enhanced CO₂ levels (Biernath et al., 2011; Challinor and Wheeler, 2008; van Oijen and Ewert, 1999) or increased average or extreme temperatures (Asseng et al., 2004).

All of the approaches described above (comparison with hindcasts, propagation of input or parameter uncertainty, variability in multi-model ensembles) give information about crop model prediction uncertainty, but to date there have been no studies that attempt to relate them. It is important to do so, in order to obtain a better overall understanding of prediction uncertainty and how best to estimate it. We will focus on two sets of questions: (1) What are pertinent criteria of uncertainty, how can they be estimated, and how are the different approaches described above related to estimation of those criteria? (2) Given an overall criterion of uncertainty, how can one estimate the separate contributions from different sources of uncertainty?

The treatment of uncertainty here is applicable to modeling in any field. However, it should be particularly useful for crop modeling, to help interpret the multi-model ensemble studies that have become quite common recently.
2. Materials and Methods

2.1 A framework for quantitative measure of uncertainty

By “uncertainty” in model predictions we refer to the extent to which predicted values may differ from the true values. There are many ways in which this could be quantified. Most completely, one could specify the probability distribution of the difference $y - \hat{f}(\hat{X};\hat{\theta})$, where $y$ is the true value and $\hat{f}(\hat{X};\hat{\theta})$ is the corresponding model prediction. This distribution describes, in probabilistic terms, our inability to produce perfect predictions. One must also define the “target population”, which is the range of prediction situations of interest. The outcome of interest $y$ could be any variable simulated by the model; yield is the most commonly examined variable, but outcomes related to nutrition or environmental impact are also of major interest.

As the notation shows, crop model predictions are completely determined by the triplet of model structure (i.e. the model equations) $\hat{f}$, inputs $\hat{X}$ and parameters $\hat{\theta}$. By considering uncertainty in each of these elements, we are considering the full uncertainty in crop model predictions. We assume that there is some distribution $\hat{f}_{P}$ of plausible crop model structures, and for each model structure a distribution noted $\hat{P}_{\hat{\theta}|\hat{f}}$ of estimated parameter vectors. (One might decide that some parameters are part of model structure. This is not a problem. It simply means that the uncertainty of those parameters is included in structure uncertainty rather than in parameter uncertainty). We assume that for any true vector of explanatory variables $X$, there is a distribution noted $\hat{P}_{\hat{X}|X}$ of approximations. (In general, models will share many of the same input variables. The $X$ here refers to a set of input variables that includes the input variables of all models). The two other random variables of
interest are $X$, the true vector of the input variables, and the output $y$. Both $X$ and $y$ have some
distribution specific to the target population.

Rather than considering the full distribution of $y - \hat{f}(\hat{X};\hat{\theta})$, it is often convenient to
concentrate on a summary of the distribution. A common choice is mean squared error. To emphasize the fact that we are interested in prediction error, we refer to mean squared error of prediction (MSEP). The exact definition depends on which variables are treated as random variables. To encompass the different approaches to uncertainty described in the introduction, we will be primarily concerned with two criteria based on MSEP.

The first criterion is

$$\text{MSEP}_{\text{fixed}} = \mathbb{E} \left[ (y - \hat{f}(\hat{X};\hat{\theta}))^2 \mid \hat{f}, \hat{X}, \hat{\theta} \right]$$ (1)

The notation is that the expectation is over all random variables, except those specified as fixed and that appear after the vertical bar. In eq. (1) the model structure $\hat{f}$, the approximation $\hat{X}$ of $X$ and the parameter vector $\hat{\theta}$ are fixed, while $X$ and $y$ are treated as random variables. Crop model evaluation usually refers to this criterion, where prediction uses some specific model structure, approximation to the inputs and parameter vector.

The second criterion based on MSEP is

$$\text{MSEP}_{\text{uncertain}}(X) = \mathbb{E} \left[ (y - \hat{f}(\hat{X};\hat{\theta}))^2 \mid X \right]$$

Here the expectation is over $P_{\hat{f}}$, $P_{\hat{\theta}|\hat{f}}$ and $P_{X|X}$, as well as over $y$ for the given $X$. The subscript “uncertain” emphasizes the fact that in this case we explicitly treat the predictor as uncertain, by treating the model, parameters and estimated input values as random variables.
Taking the expectation over the uncertainty in the parameter vector is standard for the statistical treatment of a regression equation (Myers, 2007; Seber and Wild, 1989), and has also been proposed for process-based models (MacFarlane et al., 2000; Murphy et al., 2004; Omlin and Reichert, 1999). Other than parameter uncertainty, it has been argued that uncertainty should also take into account model structure uncertainty, which can be very important (Burnham and Anderson, 1998; Neuman, 2003). Finally, in crop models the input variables are often difficult to measure or estimate, or the measurement may be displaced in space or time relative to the required values, so it is important to include this source of uncertainty as well.

\[ \text{MSEP}_{\text{uncertain}} \] can be decomposed into two terms:

\[
\text{MSEP}_{\text{uncertain}}(X) = E \left\{ \left[ (y - E\left[ \hat{f}(\hat{X}; \hat{\theta}) | X \right])^2 \right] | X \right\} + \text{var} \left[ \hat{f}(\hat{X}; \hat{\theta}) | X \right] \tag{2}
\]

The first term is the squared bias when predicting using an average over model structures, approximations to X and parameter vectors, and the second term is the variance of the predictor. This second term depends only on the model, and not on the true responses. A schematic diagram of this criterion is shown in Fig. 1d. Most studies that propagate uncertainties consider only the model variance term. As eq. (2) shows, this MSEP criterion also has a squared bias term.

The model variance term in eq (2) can be further decomposed into contributions from the different sources of uncertainty as

\[
\text{var} \left[ \hat{f}(\hat{X}; \hat{\theta}) | X \right] = \sigma_i^2 + \sigma_X^2 + \sigma_{\hat{X}}^2 + \sigma_{\hat{\theta}}^2 \tag{3}
\]
where the terms on the right are respectively the first order effect of model structure, the first
order effect of approximating \( X \) by \( \hat{X} \), the interaction of model structure and approximating
\( X \) by \( \hat{X} \) and finally the effect of uncertainty in parameter values \( \hat{\theta} \), averaged over model
structures and over \( \hat{X} \) (Table 1). There is no interaction term between model structure and
model parameters, because the latter is nested within the former (i.e. each model has its own
specific parameter vector).

**Table 1**

The contributions of various sources of error to \( \text{MSEP}_{\text{uncertain predictor}}(X) \). The random
quantities over which expectations or variances are taken are shown explicitly as subscripts.

<table>
<thead>
<tr>
<th>symbol</th>
<th>explanation</th>
<th>formula</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \sigma_i^2 )</td>
<td>first order contribution of model structure uncertainty</td>
<td>( \text{var}<em>i \left{ \mathbb{E}</em>{\hat{X},\hat{\theta}} \left[ \hat{f}(\hat{X};\hat{\theta}) \mid X, \hat{f}, \hat{X} \right] \right} )</td>
</tr>
<tr>
<td>( \sigma_X^2 )</td>
<td>first order contribution of input uncertainty</td>
<td>( \text{var}<em>X \left{ \mathbb{E}</em>{i,\hat{\theta}} \left[ \hat{f}(\hat{X};\hat{\theta}) \mid X, \hat{X} \right] \right} )</td>
</tr>
<tr>
<td>( \sigma_{iX}^2 )</td>
<td>interaction of model structure and input uncertainty</td>
<td>( \text{var}<em>X,i \left{ \mathbb{E}</em>{\hat{\theta}} \left[ \hat{f}(\hat{X};\hat{\theta}) \mid X, \hat{f}, \hat{X} \right] \right} - \sigma_i^2 - \sigma_X^2 )</td>
</tr>
<tr>
<td>( \sigma_{\hat{\theta}}^2 )</td>
<td>parameter uncertainty</td>
<td>( \mathbb{E}<em>{i,\hat{X}} \left{ \text{var}</em>{\hat{\theta}} \left[ \hat{f}(\hat{X};\hat{\theta}) \mid X, \hat{f}, \hat{X} \right] \right} )</td>
</tr>
</tbody>
</table>

Eq. 3 is the analysis of variance decomposition for an experimental design where the
parameter vector is nested within model structure and input vector. This would be appropriate
for simulation experiments where every model structure is crossed with every input vector,
but where each combination has a different parameter vector, so that there is no relation
between the parameter vectors explored for different models or different input vectors. We
could also quite easily treat other experimental designs, e.g. where parameters are crossed
with model structure and inputs.

2.2 Estimation of MSEP

$\text{MSEP}_{\text{fixed}}$ can be estimated based on the discrepancy between hindcasts and observed
data. Suppose that we have a sample of data from the target population, $(y_i, l = 1, \ldots, L)$,
unrelated to the data used to create or parameterize the model. Then the estimate is

$$\hat{\text{MSEP}}_{\text{fixed}} = \frac{1}{n} \sum_{i=1}^{L} (y_i - \hat{\tilde{F}}(X_i; \hat{\theta}))^2 \quad (4)$$

If the data available for estimating MSEP have been used for parameter estimation, then the
above estimator is biased. In this case one can use cross validation or a bootstrap approach
(Efron, 1983). In practice, some of the parameters may vary among different hindcasts, for
example if different cultivars are concerned. Then $\hat{\text{MSEP}}_{\text{fixed}}$ is estimating an average for the
different parameter vectors.

In estimating $\text{MSEP}_{\text{uncertain}}(X)$, the squared bias and model variance contributions can
be estimated separately. Consider first the squared bias term. Suppose that we have a sample
of data for evaluation, and that for each observation in the sample, there are corresponding
simulations using I model structures drawn from $P_u$, each combined with J input vectors
drawn from $P_{\delta_i}$, and for each combination K parameter vectors drawn from $P_{\theta_{ij}}$. A plug-in
estimate of the squared bias term, averaged over X, is
\[
\hat{\text{squared bias}} = \frac{1}{L} \sum_{l=1}^{L} \left[ y_l - \frac{1}{IJK} \sum_{i=1}^{I} \sum_{j=1}^{J} \sum_{k=1}^{K} \hat{f}_i(X_{ijl}; \theta_{ijk}) \right]^2 \quad (1)
\]

Estimation of the model variance term does not involve observations; it involves only the model. Given simulations with multiple model structures, inputs and parameters, one simply calculates the variance of the simulated values. Thus the overall estimate of \( \text{MSEP}_{\text{uncertain}}(X) \) has a term which is an average over \( X \) (the squared bias) plus a term which is specific to a particular \( X \) (the model variance).

Consider now estimation of the individual contributions to model variance (eq.(3), Table 1). Apportioning uncertainty among contributing factors is the objective of the field of sensitivity analysis (Saltelli et al., 2000). Yip et al. (2011) used an analysis of variance (ANOVA) approach to decompose the uncertainty in climate models. However, the decomposition problem has not been addressed specifically for crop models when model uncertainty is one of the sources of uncertainty. Furthermore, treatments to date use a fixed effects ANOVA, whereas in fact the factors (model structure, inputs, parameters) are better treated as samples from an infinite population. We thus develop in the appendix a random effects ANOVA, with two crossed factors (model structure and inputs) and one nested factor (parameters) (Scheffé 1959). There is no error term, because there is no measurement error. A general method for estimating the variance components is restricted maximum likelihood (REML). The R package lme4 has a function which performs this estimation (Bates et al., 2014; R Core Team, 2012).

In the case of a balanced design, we can show analytically how to estimate the variance components, which gives important insights. The ANOVA table is shown in Table 2...
Table 2

ANOVA table for experimental design with 2 crossed factors (model structure \( \hat{f} \) and inputs \( \hat{X} \)) and one nested factor (parameters \( \hat{\theta} \)).

<table>
<thead>
<tr>
<th>Sum of squares SS</th>
<th>degrees of freedom df</th>
<th>Expected mean square E(MS)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( SS_A ) = ( JK \sum_{i=1}^1 (m_{i</td>
<td></td>
<td>} - m_{..})^2 )</td>
</tr>
<tr>
<td>( SS_B ) = ( IK \sum_{j=1}^J (m_{..j} - m_{..})^2 )</td>
<td>J-1</td>
<td>( IK(\sigma_{\hat{X}}^2 + I\mathbf{I}^{-1}\sigma_{\hat{X}}^2 + I\mathbf{I}^{-1}\sigma_{\hat{\theta}}^2) )</td>
</tr>
<tr>
<td>( SS_{AB} ) = ( K \sum_{i=1}^1 \sum_{j=1}^J (m_{i</td>
<td></td>
<td>j} - m_{..j} + m_{i..})^2 )</td>
</tr>
<tr>
<td>( SS_T ) = ( IJ(K-1) \sum_{i=1}^I \sum_{j=1}^J \sum_{k=1}^K (m_{ijk} - m_{ij})^2 )</td>
<td>IJ(K-1)</td>
<td>( \sigma_{\hat{\theta}}^2 )</td>
</tr>
</tbody>
</table>

\( m_{ijk} = \hat{f}_i(\hat{X}_j; \hat{\theta}_{jk}) \) is the simulated value for model i, input vector j and parameter vector k. A dot indicates an average over the index at that position. In each row, the SS term estimates \( E(MS) \)*df.

Each sum of squares in Table 2 estimates the corresponding expected mean square \( (E(MS)) \) times the degrees of freedom df. If all df>1, then one can estimate all four E(MS) values, and from them the four variance components. If in any row df=1, that row cannot be used and then only certain combinations of the variance components can be estimated.

Some special cases are of interest. Suppose that one has a simulation experiment with multiple models (I>1), but with only a single input vector (J=1), and that each model has only
a single parameter vector (K=1), different for each model. This has been the typical practice for simulations with multi crop model ensembles to date. Then only SS_A has df>1, and it estimates \((\sigma_i^2 + \sigma_{ix}^2 + \sigma_\theta^2)*(I - 1)\). That is, the variance over simulated values of a multi-model ensemble estimates the sum of the variance components due to uncertainty in model structure, interaction between model structure and input, and parameters. It should be emphasized that the contribution of parameter uncertainty is included in the sum of squares. This occurs because by assumption each model structure is associated with a parameter vector chosen at random, independently of the other model structures. The sum of squares does not however include the effect of input uncertainty. It would be necessary to explicitly include multiple values of \(\hat{X}\) in the simulations to estimate this term.

If one has multiple models (I>1) and multiple input vectors (J>1), but only a single parameter vector for each model (K=1), then one can calculate SS_A, SS_B and SS_AB. One can then solve for \(\hat{\sigma_i^2}, \hat{\sigma_{ix}^2}\) and \(\hat{\sigma_{ix}^2} + \hat{\sigma_\theta^2}\). Adding them gives an estimate of total model variance. However, since each model has only a single parameter value, \(\hat{\sigma_{ix}^2}\) and \(\hat{\sigma_\theta^2}\) are confounded.

In sensitivity analysis studies, one usually has only a single model (I=1), but multiple inputs (J>1) and/or parameters (K>1). If only K>1 one can only estimate \(\hat{\sigma_\theta^2}\). If both J>1 and K>1, and parameters are drawn independently for each input vector, then one can estimate \(\hat{\sigma_{ix}^2} + \hat{\sigma_{ix}^2}\) and \(\hat{\sigma_\theta^2}\). The case with multiple inputs all with the same parameter vector could be treated as a three way crossed design, but then the variance components are defined differently than in the nested design, and so are not directly comparable.

Above, we consider separate estimation of the bias and model variance contributions to \(\text{MSEP}_{\text{uncertain}}(X)\). An alternative would be to consider the estimation of \(\text{MSEP}_{\text{uncertain}}(X)\)
based on observed discrepancies. Each individual observed discrepancy \( (y - \hat{f}(\hat{X};\hat{\theta}))^2 \) can
be thought of as an estimator, based on a single model structure, a single approximation to \( X \)
and a single parameter vector, of \( \text{MSEP}_{\text{uncertain}}(X) \). The estimate based on discrepancy could
be compared with estimation based on separate estimation of bias and variance.

The average of observed discrepancies over a sample from the target population is, by
a similar argument, an estimator of \( E[\text{MSEP}_{\text{uncertain}}(X)] \), where the expectation is over the \( X \)
in the target population. This could be compared with estimates of \( \text{MSEP}_{\text{uncertain}}(X) \) averaged
over \( X \).

### 2.3 The effect of measurement error

In all of the above, we assume that the measured response \( y \) is the true response.

Suppose that the response \( y \) is measured with error, as is usually the case. What is the relation
between MSEP for the measured response (i.e. how well can we predict the measurement),
and MSEP for the true response?

We assume that \( E(\hat{y}) = y \) (measurements are not biased) and \( \text{var}(\hat{y}) = \sigma^2 \) (all
measurements have the same variance of measurement error). Then

\[
E \left[ \left( \hat{y} - \hat{f}(\hat{X};\hat{\theta}) \right)^2 \mid X \right] = E \left[ \left( \hat{y} - y + y - \hat{f}(\hat{X};\hat{\theta}) \right)^2 \mid X \right]
\]

\[
= \sigma^2 + E \left[ \left( y - \hat{f}(\hat{X};\hat{\theta}) \right)^2 \mid X \right] \quad (6)
\]

Eq. (6) says that \( \text{MSEP}_{\text{fixed}}(X) \) for predicting the measured response (left hand side) is larger
than \( \text{MSEP}_{\text{uncertain}}(X) \) for predicting the true response by an amount \( \sigma^2 \), on the average over
measured values. Thus to obtain an unbiased estimate of MSEP for the true response, we
should subtract $\sigma^2$ from MSEP estimated using measured responses. The same relation holds for $\text{MSEP}_{\text{fixed}}(X)$. This shows that if $\text{MSEP}_{\text{uncertain}}(X)$ is less than or comparable to $\sigma^2$, it cannot be reliably estimated because it will be confounded with measurement error.

### 2.4 Case study

We illustrate the above framework using previously published data from a multi-model ensemble of crop models (Asseng et al., 2013). This study also included simulations with multiple values for some of the input variables. However, each model was run with only a single parameter vector. It would be preferable to illustrate using a study which included all three of multiple model structures, multiple approximations to the input variables and multiple parameter vectors for each model, but to date there have been no such studies for crop models.

The Asseng et al. (2013) study involved running 27 different wheat models for 4 sites, in Argentina (AR), Australia (AU), India (IN) and The Netherlands (NL). Observed data were available for one year from each site. The observed yields were 5.87 t/ha (AR in 1992), 2.50 t/ha (AU in 1984), 4.18 t/ha (IN in 1985) and 7.45 t/ha (NL in 1983). As is typically the case for crop models, each model was developed and parameterized using a diversity of data, different for each model and in general not including the data from the four sites of this study. The data from the four sites here were then used to quantify the variability between models, and for model evaluation.

In the first simulation exercise, the 27 simulated yields were compared with the four observed yields. Each model was provided with the same fixed values of inputs (weather, soil characteristics, management). Times to anthesis and maturity at each site were also provided, so that the phenology parameters of each model could be adapted to the specific cultivar at
each site. Then the simulated results were compared to the observed values. In a second
exercise, the models were all run for the 30-year baseline period 1981-2010 for each site,
using observed weather each year but the same soil and management as for the year with
observed yield. In a third simulation exercise, each model was first calibrated using the
observed data, and then each model was run for 1981-2010 as before, except that plant
available soil moisture (PAW) was either decreased or increased by 20% compared to the
value provided initially, which can be taken as a rough approximation to the uncertainty in
that input. For comparison, Aggarwal (1995) assumed an uncertainty of ±15% for each of
wilting point and field capacity.

The target population here is worldwide wheat fields under current climate conditions.
We assume that the models in the study are a sample from plausible models. We assume that
the input variables that were provided for each site-year (soil, management, weather, initial
conditions) are a sample of size 1 drawn at random from the distribution of approximations to
the true X for that site-year, i.e. from $P_{\hat{X}|X}$. Finally, we assume that the parameter vector used
with each model is a sample of size 1 drawn at random from the distribution of parameters for
that model. Each model had a different parameter vector, with phenology parameters that
varied between sites while all other parameters were the same for all sites.

3. Results

First, we illustrate the differences between $\text{MSEP}_{\text{fixed}}$ and $\text{MSEP}_{\text{uncertain}}$ for the case
study. We ignore measurement error, which would affect both criteria equally. $\text{MSEP}_{\text{fixed}}$ for
model $i$ can be estimated by applying eq. 4 to this case:

$$
\hat{\text{MSEP}}_{\text{fixed},i} = \frac{1}{4} \sum_{l=1}^{4} \left[ y_i - \hat{f}_i(\hat{X}_i;\hat{\theta}) \right]^2
$$
where the sum is over the 4 observed yields. The individual squared errors of the hindcasts and their average, which is the estimated value of MSEP fixed, are shown in Table 3 for three of the models; the best model (smallest average MSEP), an intermediate model and the second worst model. (The worst model seems to be an outlier). The next to last line of the table shows the squared error per site and estimated MSEP fixed averaged over all 27 models. The last line concerns the case where one first averages the model predictions, and then calculates squared error and estimated MSEP fixed. The average of predictions is a new predictor, the ensemble mean (e-mean).

Table 3

Squared errors ((t/ha)$^2$) for hindcasts for 4 site-years and averaged over the 4 site-years, for 3 particular models, for the average over 27 models, and for the e-mean model, which is the model that predicts using the average of the 27 model predictions. The average over site-years (the last column) is the estimate of MSEP fixed. AR is a site in Argentina, AU a site in Australia, IN a site in India and NL a site in the Netherlands.

<table>
<thead>
<tr>
<th>model</th>
<th>AR 1992</th>
<th>AU 1984</th>
<th>IN 1985</th>
<th>NL 1983</th>
<th>average over site-years</th>
</tr>
</thead>
<tbody>
<tr>
<td>model 1. Best</td>
<td>0.07</td>
<td>0.07</td>
<td>0.00</td>
<td>0.63</td>
<td>0.19</td>
</tr>
<tr>
<td>model 2. Intermediate</td>
<td>1.72</td>
<td>0.01</td>
<td>1.54</td>
<td>4.80</td>
<td>2.02</td>
</tr>
<tr>
<td>model 3. Second worst</td>
<td>12.67</td>
<td>2.46</td>
<td>2.89</td>
<td>0.86</td>
<td>4.72</td>
</tr>
</tbody>
</table>
Consider now prediction mean squared error for the AR site in two other years, 2009 and 2010 (chosen arbitrarily), for which we have no data. The estimate of $MSEP_{\text{fixed}}$ for each model for each year (Table 4) is simply the average value obtained from the hindcasts. According to $MSEP_{\text{fixed}}$, the best predictor is model 1, with an average squared error of prediction of 0.19 (t/ha)$^2$. The estimated average squared error of e-mean is only slightly larger, at 0.23 (t/ha)$^2$; the estimated average squared errors of the other models shown are quite a bit larger. However, all these estimated squared errors are averages of only 4 hindcasts, and the squared errors of the individual hindcasts are quite variable (see Table 3). This emphasizes that $MSEP_{\text{fixed}}$ is a very approximate estimate of prediction error.

<table>
<thead>
<tr>
<th>Average over models</th>
<th>2.79</th>
<th>1.37</th>
<th>1.59</th>
<th>1.97</th>
<th>1.93</th>
</tr>
</thead>
<tbody>
<tr>
<td>e-mean (ensemble average as predictor)</td>
<td>0.03</td>
<td>0.36</td>
<td>0.53</td>
<td>0.01</td>
<td>0.23</td>
</tr>
</tbody>
</table>

Table 4

Values of $MSEP_{\text{fixed}}$ and $MSEP_{\text{uncertain}}(X)$ for the AR site, for 2 years without measurements. The first three rows are the estimated $MSEP_{\text{fixed}}$ values for the specific models in question. The last 3 rows show respectively squared bias, model variance and their sum, which is the estimate of $MSEP_{\text{uncertain}}(X)$. Units are (t/ha)$^2$. 
<table>
<thead>
<tr>
<th>Model</th>
<th>MSEP&lt;sub&gt;fixed&lt;/sub&gt;</th>
<th>AR 2009</th>
<th>AR 2010</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model 1</td>
<td>MSEP&lt;sub&gt;fixed&lt;/sub&gt;</td>
<td>0.19</td>
<td>0.19</td>
</tr>
<tr>
<td>Model 2</td>
<td>MSEP&lt;sub&gt;fixed&lt;/sub&gt;</td>
<td>2.02</td>
<td>2.02</td>
</tr>
<tr>
<td>Model 3</td>
<td>MSEP&lt;sub&gt;fixed&lt;/sub&gt;</td>
<td>4.72</td>
<td>4.72</td>
</tr>
</tbody>
</table>

Squared bias term of 

\[ \text{MSEP}_{\text{uncertain}}(X) \]

\[ \left( \sigma_i^2 + \sigma_{\mu X}^2 + \sigma_{\mu}^2 \right) \text{ term of }\]

\[ 1.55 \quad 2.77 \]

\[ \text{MSEP}_{\text{uncertain}}(X) \]

\[ 1.78 \quad 3.00 \]

We turn now to \( \text{MSEP}_{\text{uncertain}}(X) \). According to eq. (5), the estimate of the squared bias contribution is average squared error of hindcasts for the e-mean model. The value is 0.23 (t/ha)<sup>2</sup> (Table 3). This same value would be used for all predictions.

The model variance contribution to \( \text{MSEP}_{\text{uncertain}}(X) \) will be different for each prediction. For each prediction we have a simulation experiment with \( I=26 \) model structures, \( J=1 \) input vectors and \( K=1 \) parameter vectors per model. We apply the ANOVA decomposition of Table 2 to the results. In the ANOVA table, since \( J=1 \) and \( K=1 \), we can only use the model structure sum of squares, which estimates \( \left( \sigma_i^2 + \sigma_{\mu X}^2 + \sigma_{\mu}^2 \right) * 26 \). We cannot estimate each component of variance separately, and the variance does not contain the first order contribution from input uncertainty. Thus we are underestimating \( \text{MSEP}_{\text{uncertain}}(X) \).
(Alternatively, we are assuming that there is no uncertainty in the inputs). The estimated values of squared bias, of \( \left( \sigma_i^2 + \sigma_{\text{fix}}^2 + \sigma_{\text{var}}^2 \right) \) and of their sum

\[
\text{MSEP}_{\text{uncertain}}(X) = \text{squared bias} + \left( \sigma_i^2 + \sigma_{\text{fix}}^2 + \sigma_{\text{var}}^2 \right)
\]

for AR 2009 and 2010 are shown in Table 4. Note that the squared bias term is quite small compared to the variance term.

\( \text{MSEP}_{\text{fixed}} \) is identical for every prediction. It gives no indication as to the way prediction mean squared error varies for different prediction situations. \( \text{MSEP}_{\text{uncertain}}(X) \) on the other hand takes into account differences between the two prediction situations. The \( \text{MSEP}_{\text{uncertain}}(X) \) values are substantially larger in 2010 than in 2009, because the variability between models is larger for the 2010 conditions than for those of 2009. The conclusion is that predictions are less reliable for the 2010 conditions. A major advantage of \( \text{MSEP}_{\text{uncertain}}(X) \) is that it shows how prediction mean squared error varies with the prediction situation. However, this is not mean squared error for a specific model and parameter vector. It represents mean squared error averaged over plausible models and over the distribution of parameter vectors for each model.

As a second example of the difference between \( \text{MSEP}_{\text{fixed}} \) and \( \text{MSEP}_{\text{uncertain}}(X) \), consider the mean squared error in predicting yield averaged over a multi-year period. This is important because climate change impact is often quantified as future yield averaged over multiple years compared to baseline yield, also averaged over multiple years. The mean squared error in predicting yield averaged over years is a different question than the average yearly mean squared error. The former will always be smaller than the latter (Wallach and
Thorburn, 2014). How much smaller however depends on exactly how much of the model
discrepancy and between-model variability cancels out when averaging over years.

The hindcasts in the Asseng study only include a single observed yield at each site,
and so they shed no light on how mean squared error is reduced when averaging over years.
We have no reliable way of estimating $\text{MSEP}_{\text{fixed}}$ for a multi-year average from these data.

On the other hand, we can quite easily estimate the model variance part of
$\text{MSEP}_{\text{uncertain}}(X)$ when predicting a multi-year average yield. We first simulate for each year
with each model, then take the average over years for each model and then calculate the
between model variance. The results are shown in Table 5 for each of the 4 locations, for
yield averaged over a 30-year baseline. The mean squared error is lower than the average
mean squared error, as it must be (Wallach and Thorburn, 2014), but the differences are not
very large. It seems that there is not much reduction in mean squared error due to averaging
over years, i.e. the differences between models do not cancel out when averaging over the
baseline years. We have not included the contribution of squared bias to $\text{MSEP}_{\text{without } \sigma^2_X}(X)$
because we cannot estimate it for an average over years, but in any case we know it is small
relative to model variance.

Table 5

<table>
<thead>
<tr>
<th></th>
<th>AR</th>
<th>AU</th>
<th>IN</th>
<th>NL</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Variance of simulated values. Average of yearly variances (first line) or variance of
yield averaged over the period 1981-2010. Units are (t/ha)².
Consider now the third simulation exercise of the case study. There are here $I=25$ models, each with $J=3$ input values (initial PAW or initial PAW±20%). In this case we can use $SS_A$, $SS_B$ and $SS_{AB}$ (see Table 2) to estimate $\sigma_i^2$, $\sigma_X^2$ and the sum $\sigma_{ix}^2 + \sigma_\theta^2$. The sum of those three terms is the full model variance. Results for two arbitrarily chosen prediction situations are shown in Table 6. Using the ANOVA table (Table 2) or the R function lme4 with option REML gives identical results. The model structure uncertainty contribution to prediction uncertainty is quite different for the two different sites. In both sites, the first order contribution of model structure uncertainty is much larger than the first order contribution of input uncertainty, but this is a rather artificial example in that only a single input variable was considered uncertain.

### Table 6

The contributions of model structure uncertainty, input uncertainty (uncertainty in PAW) and their interaction plus parameter uncertainty, to $MSEP_{\text{uncertain}}$ at two sites. The last line shows estimated $MSEP_{\text{uncertain}}$, Units are $(t/ha)^2$.

<table>
<thead>
<tr>
<th>Site</th>
<th>Year</th>
<th>AU 2009</th>
<th>NL 2009</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>----------------</td>
<td>-------</td>
<td>-------</td>
<td></td>
</tr>
<tr>
<td>$\sigma_i^2$</td>
<td>0.75</td>
<td>2.44</td>
<td></td>
</tr>
<tr>
<td>$\sigma_X^2$</td>
<td>0.09</td>
<td>0.06</td>
<td></td>
</tr>
<tr>
<td>$\sigma_{dx}^2 + \sigma_\theta^2$</td>
<td>0.31</td>
<td>0.41</td>
<td></td>
</tr>
<tr>
<td>squared bias</td>
<td>0.23</td>
<td>0.23</td>
<td></td>
</tr>
<tr>
<td>MSEP$_{uncertain}$</td>
<td>1.38</td>
<td>3.14</td>
<td></td>
</tr>
</tbody>
</table>

Many other specific prediction problems could be studied in a similar way. For example, one might be interested in the mean squared error in the ratio of yield under climate change to the baseline yield, considering climate as uncertain. Here the simulated quantity would be the future to baseline yield ratio and the input uncertainty would be represented by the different climate models.
4. Discussion

Each criterion $\text{MSEP}_{\text{fixed}}$ and $\text{MSEP}_{\text{uncertain}}$ (X) has advantages and drawbacks. One advantage of $\text{MSEP}_{\text{fixed}}$ is that it automatically takes into account all sources of model uncertainty, since we compare the model predictions, which are influenced by all the sources of uncertainty, with observations. A second advantage is that it concerns a specific model and parameter vector, which is what we want if predictions will use that model and parameter vector. However, there are serious drawbacks to this criterion. First, $\text{MSEP}_{\text{fixed}}$ is an average over the population from which the test data are drawn. It does not indicate how prediction mean squared error varies as a function of the specific prediction situation. As shown in the examples, $\text{MSEP}_{\text{fixed}}$ is the same for all predictions. Another difficulty is that there is no mechanism for adapting the mean squared error to a population different than that which provided the data for estimating $\text{MSEP}_{\text{fixed}}$. The requirement that the data for estimation of $\text{MSEP}_{\text{fixed}}$ be independent of the data used for model development and calibration can be difficult to respect completely (Coucheney et al., 2015b), which could lead to underestimating prediction error. In the examples, the model phenology parameters are adjusted to data from each site-year (i.e. the data used for model evaluation have been used to some extent for parameter estimation), so $\text{MSEP}_{\text{fixed}}$ estimated using those site-years probably underestimates $\text{MSEP}_{\text{fixed}}$ for the target population. Finally, in practice we are often not interested in a model with specific parameters. In the examples, the predictor that is evaluated has a range of parameters for those parameters that determine phenology. Prediction may concern yet other
varieties and thus use yet other parameters. This suggests that it would be more realistic to
evaluate MSEP averaged over the distribution of parameters.

Consider now $\text{MSEP}_{\text{uncertain}}(X)$. We have shown that this criterion can be divided into
two contributions, a squared bias term and a model variance term. The squared bias term
involves true responses, but the model variance term does not. Estimating the squared bias
term has the same disadvantages as $\text{MSEP}_{\text{fixed}}$. However, the limited experience with crop
model ensembles suggests that the squared bias term may be substantially smaller than the
model variance term when the predictions are averaged over models (Asseng et al., 2013;
Bassu et al., 2014; Li et al., 2015). When this is true, it implies that when we estimate model
variance, we are estimating the major contribution to $\text{MSEP}_{\text{uncertain}}(X)$. This is a major
advantage of $\text{MSEP}_{\text{uncertain}}(X)$, since model variance involves simulations rather than
observations. The former are very much faster and cheaper to produce than the latter, and can
easily be obtained for any prediction situation, as illustrated in the examples. This is much
more informative than simply evaluating an average MSEP over a target population. Another
advantage is that model variance can be estimated for a target population different than the
population that produced observations, if one can approximate distributions of model
structure, inputs and parameters that represent the uncertainties for the new population. For
example, since models include a response to CO$_2$, one could argue that the variability between
models should represent our uncertainty about the effect of increased CO$_2$. A further
important advantage is the possibility of estimating the separate contributions of model
structure, input and parameter uncertainty. This makes it possible to target the most important
causes of prediction mean squared error.
A major difficulty with $\text{MSEP}_{\text{uncertain}}(X)$ is that it may be difficult to define and sample from the distributions of model structure, approximations to inputs and parameters. Defining a distribution of plausible model structures is particularly difficult. In the crop model ensemble studies cited, the practice was essentially to accept all candidate models. This is meant to produce a random sample of “plausible models”, but one might argue that some models are less plausible than others. Similarly, in climate modeling, there is debate over whether all models should be equally weighted (Knutti, 2010).

Estimating the distribution of parameter vectors also poses problems. One approach has been to estimate the distribution from the range of values found in the literature. Another approach has been to do a Bayesian estimation of the parameter vector (Iizumi et al., 2009; Wallach et al., 2012). Neither approach however fully takes into account the fact that in general crop model parameters are estimated in a series of studies, using a diversity of data. The literature approach ignores the fact that the parameters have been fit to data. The Bayesian approach takes into account only one data set, which in general is used only to determine a relatively small number of model parameters. It ignores the data used previously to estimate the remaining model parameters.

Estimating the distribution of approximations to the inputs often poses fewer problems. This can for example be based on specific studies of each input (Aggarwal, 1995). For climate change impact assessment, a major input uncertainty is uncertainty in future climate, which can be represented by results from a range of climate models.

$\text{MSEP}_{\text{uncertain}}(X)$ is average squared prediction error when the model is chosen at random from the probability distribution of models, when the parameters of each model are chosen at random from the probability distribution of parameters of that model, and when the
inputs are chosen at random from the probability distribution of approximations to $X$. Of course one would prefer to have the squared prediction error for each specific model, with a specific parameter vector and specific input vector, that is $\text{MSEP}_{\text{fixed}}(X)$. But as explained above, this is not in general possible; we can only estimate an average, $\text{MSEP}_{\text{fixed}}$, and the average is specific to situations like those used for hindcasts. Thus despite the difficulties with $\text{MSEP}_{\text{uncertain}}(X)$, we suggest that $\text{MSEP}_{\text{uncertain}}(X)$ is often a more pertinent and more informative criterion of model predictive mean squared error than $\text{MSEP}_{\text{fixed}}$, not only for climate change studies but also under current conditions. The major advantage of $\text{MSEP}_{\text{uncertain}}(X)$ is the fact that the model variance component requires only simulations, not comparison with data. As a result it can be used to obtain mean squared errors adapted to each specific prediction question, whereas $\text{MSEP}_{\text{fixed}}$ is the same for all predictions. Also, $\text{MSEP}_{\text{uncertain}}(X)$ can be used to estimate mean squared error even in the absence of data, whereas $\text{MSEP}_{\text{fixed}}$ requires observations.

For example, with respect to climate change, one might want to know mean squared error in the ratio of mid-century yield to baseline yield at some location, or mean squared error in the difference between mid-century yield with some specific adaptation strategy and without adaptation. $\text{MSEP}_{\text{uncertain}}(X)$ can be used to estimate mean squared error for each of these predictions, whereas in the absence of multi-year data $\text{MSEP}_{\text{fixed}}$ cannot estimate mean squared error in multi-year averages. Also, $\text{MSEP}_{\text{fixed}}$ could be very unreliable for estimating the effect of adaptation strategies if they are not represented in observed data.

Under current conditions, one might want to know for example mean squared error in predicting change in yield or in some environmental variable due to some change in crop
management. This could in principle be estimated using hindcasts, but that would require
specific experiments for each new management question. To estimate the model variance
contribution to $\text{MSEP}_{\text{uncertain}}(X)$ on the other hand would only require new simulations.

The advantage of $\text{MSEP}_{\text{uncertain}}(X)$ is in large part dependent on squared bias being
relatively small. This suggests that more information about the squared error contribution to
$\text{MSEP}_{\text{uncertain}}(X)$ is important, since our evidence to date is limited. In particular, for climate
change impact studies, it is important to estimate the squared bias contribution for a target
population with climate similar to likely future conditions (higher CO$_2$, temperature).

The ANOVA table \([\text{Table 2}]\) shows explicitly how to estimate the contributions of
different uncertainties to model variance. One conclusion is that simulation studies which
combine multiple model structures, multiple approximations to the inputs and multiple
parameter vectors would be valuable, since they would make it possible to estimate separately
all the sources of uncertainty in $\text{MSEP}_{\text{uncertain}}(X)$.

The difficulties involved in determining the distributions of model structure and
parameter values were discussed above. It will be important to obtain better estimations of
those distributions, taking into account the complex way in which crop models are developed
and parametrized.

Determining the contributions of different sources of uncertainty to overall uncertainty
could have important implications for future crop modeling work, leading to better integration
of uncertainty information and model improvement. For example, if parameter uncertainty is
the major contribution to overall prediction mean squared error, priority should be either on
obtaining better parameter values or on developing models with fewer or more easily
estimated parameters. Similarly, if input uncertainty is a major contribution, then it is
important either to limit model use to cases where inputs are well known, or develop models
with more easily obtained inputs.

The ANOVA results show how simulation studies with a single model structure but
multiple inputs and/or parameters are related to the separate contributions to $\text{MSEP}_{\text{uncertain}}(X)$.
Such studies should be compared between models and with values obtained from ensembles
which combine multiple model structures with multiple parameter vectors for each model
structure. The single model results provide a valuable additional source of information about
the contributions of different sources of uncertainty. We have also shown that observed
discrepancies can be related to $\text{MSEP}_{\text{uncertain}}(X)$, and can therefore provide additional
information about that criterion.
5. Conclusions

Agro-climatic modeling is central to anticipating the impact of climate change on agriculture, and the possibilities of reducing that impact through adaptation, as well as to agricultural and environmental decisions under current climate. Policy makers need information on the reliability of model projections, in order to make informed decisions that avoid over-reliance on model results.

Previous uncertainty work has been of three types: comparison with hindcasts, propagation of uncertainties in parameters or inputs, and evaluation of the variability in multi-model ensembles. Here we show how these different approaches can be put into a unified framework. Comparison with hindcasts is a way of estimating MSEP for a fixed model, termed $\text{MSEP}_{\text{fixed}}$. The other approaches are related to MSEP averaged over uncertainties in model structure, model parameters and model inputs, termed $\text{MSEP}_{\text{uncertain}}(X)$. We have shown that $\text{MSEP}_{\text{uncertain}}(X)$ has both a squared bias term and a model variance term. The former is often ignored. Preliminary evidence suggests that it may be small, but more information is needed. We show how the contributions from different sources of uncertainty to the model variance term can be estimated from model simulation experiments.

The framework proposed here can provide the basis for obtaining information on the relative contributions of model uncertainty, parameter uncertainty, input uncertainty and bias to overall prediction mean squared error. Furthermore, since the $\text{MSEP}_{\text{uncertain}}(X)$ criterion that we propose is specific to each prediction situation, it can help to determine, for each specific problem, how well crop models are likely to perform.
MSEP_{fixed} and MSEP_{uncertain} (X) are complementary criteria for estimating prediction accuracy of models. Both are useful because they give different types of information about prediction error. If possible, both should be evaluated.
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Appendix

Estimation of contributions from uncertainty in model structure, input vector and parameter vector to model variance.

We derive the ANOVA table for a random effects model with three factors (model formulations, input vectors and parameter vectors), where parameter vectors is nested within model formulations x input vectors. The treatment here follows very closely that of (Scheffé, 1959, chapter 7). However, that source does not treat the case of interest here, of two crossed factors and one nested factor. The relation to $\text{MSEP}_{\text{random predictor}}$ is original here.

The random effects

Model formulations are assumed to come from an infinite population of models. It is not specifically the models in the sample that are of interest, but rather the variability in the population of models. Let $u$ be an index which identifies a model. The models in the sample $(u_i, i=1,\ldots,I)$ are assumed to be drawn at random from the distribution of models.

The values of the input vector for each prediction situation are assumed to come from an infinite population of possible input vectors. For example, one of the input variables could be soil depth. This can be measured at various points within a field, but because of spatial heterogeneity there will be variability in the measurements, and therefore uncertainty in the true average soil depth. The distribution of $\hat{X} | X$ represents the distribution of estimated soil depth, for a specific field with some true average soil depth $X$. It is assumed that all models use the same estimated values of the input vector. Let $v$ be an index which identifies an input vector. The input vectors in the sample $(v_j, j=1,\ldots,J)$ are assumed to be drawn at random from the distribution of input vectors.
The values of the parameter vector are assumed to come from an infinite population of possible parameter values. Let \( w \mid uv \) be an index which identifies a parameter vector for model formulation \( u \), input vector \( v \). The parameter vectors in the sample \((v_k, k=1,\ldots,K)\) are assumed to be drawn at random for each combination of \( u, v \) from the distribution of parameter vectors for those \( u, v \). Thus this factor is nested within the combination of models and input values.

There is no error term here, since we are interested in simulated values which have no measurement error. The experimental setup for the simulation experiment is shown in Table A 1.

<table>
<thead>
<tr>
<th>Model formulation</th>
<th>Input vector</th>
<th>Parameter vector</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \hat{f}_1 )</td>
<td>( \hat{X}_i )</td>
<td>( \hat{\theta}<em>{11},\ldots,\hat{\theta}</em>{1K} )</td>
</tr>
<tr>
<td>\vdots</td>
<td>\vdots</td>
<td>\vdots</td>
</tr>
<tr>
<td>( \hat{f}_1 )</td>
<td>( \hat{X}_j )</td>
<td>( \hat{\theta}<em>{11},\ldots,\hat{\theta}</em>{1K} )</td>
</tr>
<tr>
<td>\vdots</td>
<td>\vdots</td>
<td>\vdots</td>
</tr>
<tr>
<td>( \hat{f}_1 )</td>
<td>( \hat{X}_j )</td>
<td>( \hat{\theta}<em>{11},\ldots,\hat{\theta}</em>{1K} )</td>
</tr>
<tr>
<td>\vdots</td>
<td>\vdots</td>
<td>\vdots</td>
</tr>
<tr>
<td>( \hat{f}_1 )</td>
<td>( \hat{X}_j )</td>
<td>( \hat{\theta}<em>{11},\ldots,\hat{\theta}</em>{1K} )</td>
</tr>
</tbody>
</table>

Table A 1

Experimental design for simulations, showing I model formulations crossed with J input vectors. For each combination, there are K parameter vectors, all drawn independently from the distribution of parameters of the model in question.
Decompose $m(u,v,w)$

To conform to the notation in (Scheffé, 1959) we write the predictor as $m(u,v,w)$. In the main text of this study the predictor is written as $\hat{f}(\hat{x};\hat{\theta})$, so we have $u=\hat{f}$ is model formulation, $v=\hat{x}$ is the estimated input vector and $w=\hat{\theta}$ is the estimated parameter vector.

We define

$$
\begin{align*}
\mu &= m(u,v,w) \\
a(u) &= m(u,v,w) - m(u,\bar{v},\bar{w}) \\
b(v) &= m(u,\bar{v},w) - m(u,\bar{v},\bar{w}) \\
c(u,v) &= m(u,v,w) - m(u,\bar{v},\bar{w}) - m(u,\bar{v},\bar{w}) + m(u,v,\bar{w}) \\
t(u,v,w) &= m(u,v,w) - m(u,\bar{v},\bar{w}) 
\end{align*}
$$

where a dot means that the expectation is taken over that variable. Then:

$$m(u,v,w) = \mu + a(u) + b(v) + c(u,v) + t(u,v,w)$$

In terms of our sample, we have

$$m_{ijk} = \mu + a_i + b_j + c_{ij} + t_{ijk}$$

where

$$
\begin{align*}
a_i &= a(u_i) \\
b_j &= b(v_j) \\
c_{ij} &= c(u_i,v_j) \\
t_{ijk} &= t(u_i,v_j,w_k)
\end{align*}
$$

Since the joint distribution of $(u_i,v_j,w_k)$ is the same as that of $(u,v,w)$, the $\{a_i\}$ are all identically distributed, and similarly for $\{b_j\}$, $\{c_{ij}\}$ and $\{t_{ijk}\}$. They all have expectation 0. The variances are (see Table 1 in main)
\[ \sigma^2_\lambda = \text{var}(a(u)) = \text{var}(a_i) = \text{var}\left[ E(m(u, v, w) \mid u) \right] \]
\[ \sigma^2_B = \text{var}(b(v)) = \text{var}(b_j) = \text{var}\left[ E(m(u, v, w) \mid v) \right] \]
\[ \sigma^2_{AB} = \text{var}(c(u, v)) = \text{var}(c_{ij}) = \text{var}\left[ E(m(u, v, w) \mid u, v) \right] - \sigma^2_\lambda - \sigma^2_B \]
\[ \sigma^2_t = \text{var}(t(u, v, w)) = \text{var}(t_{ijk}) \]
\[ = \text{var}\left[ E(t(u, v, w) \mid uv) \right] + E\left[ \text{var}(t(u, v, w) \mid uv) \right] \]
\[ = E\left[ \text{var}(t(u, v, w) \mid uv) \right] \]

The third equation above arises from the fact that
\[ m(u, v, \square) - m(\square, \square) = E[m(u, v, w) \mid u, v] - E[m(u, v, w)] = a(u) + b(v) + c(u, v) \]

Since all the terms on the right are uncorrelated, the total variance is the sum of the variances,
\[ \text{so } \text{var}\left[ E(m(u, v, w) \mid u, v) \right] = \sigma^2_\lambda + \sigma^2_B + \sigma^2_{AB} \].
Rearranging gives the relation shown for \( \sigma^2_{AB} \).

The fourth relation results from the fact that
\[ E[t(u, v, w) \mid u, v] = m(u, v, \square) - m(u, v, \square) = 0 \]
and so
\[ \text{var}\left[ E[t(u, v, w) \mid u, v] \right] = 0 \].

The total variance of the predictor is
\[ \text{var}\left[ m_{ijk} \right] = \sigma^2_\lambda + \sigma^2_B + \sigma^2_{AB} + \sigma^2_t \]
(A3)

which follows from the fact that all the random effects in eq. (A1) can be shown to be uncorrelated. According to eq. A2, \( \sigma^2_\lambda = \text{var}\left[ E(m(u, v, w) \mid u) \right] \) is the variance of the conditional expectation when model formulation is fixed. This is the usual criterion for the first order effect of u, which here represents model formulation. Similarly,
\[ \sigma^2_B = \text{var}\left[ E(m(u, v, w) \mid v) \right] \] is the usual criterion for the first order effect of factor v, here input variables, and \( \sigma^2_{AB} \) is the usual definition of the interaction effect, here between model formulation and input variables. On the other hand, \( \sigma^2_t \), the parameter effect, is the expectation of conditional variance. That is, the contribution of parameter uncertainty is the
variance due to parameters averaged over model formulations and input variables. This is
unlike usual sensitivity analysis, but is appropriate for a nested factor.

3. Estimation of the variance components

The sums of squares of interest can be rewritten as shown in Table A 2. Here the dot
notation indicates an average over the indices replaced by a dot. To obtain the MS column in
the table, note that

\[
\begin{align*}
m_{ijk} &= \mu + a_i + b_j + c_k + t_{ijk} \\
m_{i..} &= \mu + a_i + b_{.j} + c_{..k} + t_{i..} \\
m_{ij.} &= \mu + a_i + b_{j} + c_{.k} + t_{ij.} \\
m_{.ij} &= \mu + a_i + b_{.j} + c_{k} + t_{ij.} \\
m_{..i} &= \mu + a_i + b_{..j} + c_{..k} + t_{..i} \\
m_{...} &= \mu + a_i + b_{...} + c_{...} + t_{...}
\end{align*}
\]

See (Scheffé, 1959) for the demonstration that groups of terms are uncorrelated. The expected
mean squares E(MS) are the same as in Table 2 in main.

<table>
<thead>
<tr>
<th>SS</th>
<th>MS</th>
<th>E(MS)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SS_A</td>
<td>(JK(1 / I) \sum_{j=1}^{1} (m_{i..} - m_{..i})^2)</td>
<td>(JK(\sigma_A^2 + J^{-1}\sigma_{AB}^2 + J^{-1}K^{-1}\sigma_T^2))</td>
</tr>
<tr>
<td></td>
<td>= (JK(1 / I) \sum_{j=1}^{1} (a_i - a_{..} + c_{..} - c_{..} + t_{..} - t_{..})^2)</td>
<td></td>
</tr>
<tr>
<td>SS_B</td>
<td>(IK(1 / I) \sum_{j=1}^{1} (m_{ij.} - m_{..i})^2)</td>
<td>(IK(\sigma_B^2 + I^{-1}\sigma_{AB}^2 + I^{-1}K^{-1}\sigma_T^2))</td>
</tr>
<tr>
<td></td>
<td>= (IK(1 / I) \sum_{j=1}^{1} (b_j - b_{..} + c_{.j} - c_{.j} + t_{..} - t_{..})^2)</td>
<td></td>
</tr>
</tbody>
</table>
| SS_A | \[ K\left(1/\text{IJ}\right) \sum_{i=1}^{I} \sum_{j=1}^{J} \left( m_{ij} - m_{\bar{i}} - m_{\bar{j}} + m_{\bar{ij}} \right)^2 \]  
\[ = K\left(1/\text{IJ}\right) \sum_{i=1}^{I} \sum_{j=1}^{J} \left( c_{ij} - c_{\bar{i}j} - c_{i\bar{j}} + c_{\bar{i}\bar{j}} + t_{ij} - t_{\bar{i}j} - t_{i\bar{j}} + t_{\bar{i}\bar{j}} \right)^2 \]  
\[ \text{K} \left( \sigma_{AB}^2 + K^{-1} \sigma_T^2 \right) \] |
|---|---|
| SS_T | \[ (1/\text{IK}) \sum_{i=1}^{I} \sum_{j=1}^{J} \sum_{k=1}^{K} \left( m_{ijk} - m_{\bar{i}j} \right)^2 \]  
\[ = (1/\text{IK}) \sum_{i=1}^{I} \sum_{j=1}^{J} \sum_{k=1}^{K} \left( t_{ijk} - t_{\bar{i}j} \right)^2 \]  
\[ \sigma_T^2 \] |