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Abstract. Understanding the future evolution of Himalayan glaciers is important in terms of runoff that provides an essential water source to local populations and has far-reaching downstream impacts. However, the climatic response of glaciers in High-Mountain Asia is complicated by ice stagnation and considerable supraglacial debris coverage, which insulates the ice from warming. Typical runoff modelling only crudely incorporates debris cover and there is currently no consensus on how significantly this may impact future glacier and runoff evolution. Here, a glacio-hydrological model is modified to incorporate fully distributed debris cover, using melt reduction factors that vary depending on debris thickness, and to redistribute mass losses according to observed surface elevation changes. A range of debris thickness data are implemented, including a remote-sensing survey and a modelled debris surface, to analyse the sensitivity of glacier evolution and runoff to possible future debris-cover changes in a series of experiments in the upper Khumbu catchment, Nepal. Simulations are undertaken using climate input data from Regional Climate Model simulations from CORDEX (Coordinated Regional Downscaling Experiment) which are further statistically downscaled using data from the Pyramid meteorological station. Results suggest that the accurate calibration of the model to volume change compensates for the inclusion of distributed debris cover but only if the climatic sensitivity of the calibration period (1999-2010) and the nature of the debris-covered surface remain constant during future simulations. Altering the nature of the debris surface has a significant impact on simulated ice volume, with melt rates under debris suppressed by up to 85%. The sensitivity of runoff ranges from 60 to 140 million m³ yr⁻¹, although there are considerable uncertainties relating to non-glacial snow melt. Moreover, incorporating locally enhanced melt at ice cliffs into the model also impacts upon volume loss and discharge, with a greater proportion of ice cliffs leading to enhanced volume losses compared to a homogeneous debris surface. Finally, using the most representative model configuration, the future evolution of Khumbu Glacier under various climate scenarios shows continued mass losses with a reduction in volume ranging from 60% to 97% by 2100. Runoff trends show an initial increase followed by an eventual decrease, with runoff in 2100 predicted to be 8% lower than current levels.
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1 Introduction.

The hydrological systems of the Himalayas are vitally important to very large populations in the surrounding countries (Akhtar et al., 2008; Kehrwald et al., 2008). At the source of many catchments, high elevation glaciers and snow represent an important freshwater store that provides river discharges outside of the monsoon season (Immerzeel et al., 2013). Changes in this water storage can therefore have a significant impact on water availability that can subsequently affect agriculture, drinking water and hydropower downstream (Xu et al., 2009). Moreover, glacier mass loss has been shown to increase the
frequency of Glacier Lake Outburst Floods (GLOFs; Thakuri et al., 2015; Worni et al., 2013; Benn et al., 2012; Bolch et al., 2008).

The level of understanding of catchments in high-mountain Asia is limited and has only recently received much scientific attention. Significant limitations in data monitoring, access, and the difficulties of working at high altitude mean considerable barriers still exist. A specific problem is limited knowledge of the future response of glaciers to climate change, particularly considering that a high proportion (36% in the Everest region; Thakuri et al., 2014) of Himalayan glaciers are highly debris covered (Scherler et al., 2011). This complicates their climatic response, with surface lowering and stagnation dominating over frontal recession (Benn et al., 2012; Quincey et al., 2009). Such mass loss and downwasting promotes thickening and expansion of debris due to exposure of buried englacial debris and limited debris transport to proglacial areas (Rowan et al., 2015; Anderson, 2000).

Several studies have investigated the impacts of debris upon melt rates (Rugetti et al., 2015; Rounce et al., 2015; Fyffe et al., 2014; Nicholson and Benn, 2013). However, recent approaches have focussed on energy balance approaches, which perform well but require significant in-situ data limiting their wide-spread application. Other studies have modelled the evolution of the debris surface. For example, Rowan et al. (2015) applied a coupled ice-flow mass-balance model to the Khumbu Glacier to determine the long-term glacier response to debris cover, finding that debris cover encourages surface lowering and prolongs the glacier’s response to climate change. Shea et al. (2015) simulated glacier changes in the Everest region using a mass-balance and ice-redistribution model, finding sustained mass loss in the 21st century.

In terms of runoff, regional studies have shown that climate changes do affect these high-elevation catchments (Immerzeel et al., 2010). However, the response is not spatially uniform and the impacts are less clear than other regions, for example, the European Alps, since the summer melt peak coincides with the peak in monsoon rainfall (Immerzeel et al., 2013; Miller et al., 2012). More localised studies of upper catchments have shown a strong glacier contribution to runoff, particularly outside of the monsoon season (Thayyen et al., 2007), but this is highly scale dependent, with impacts on the large downstream rivers, for example the Ganges, likely to be minor (Miller et al., 2012). Although there are several recent studies focussing on specific aspects of Himalayan glaciers, for example, ice-cliffs and supraglacial ponds (Miles et al., 2016; Steiner et al., 2015; Sakai et al., 2000), debris-surface energy balance (Collier et al. 2015; Rounce et al., 2015; Fujita & Sakai 2014), and stagnation (Quincey et al., 2009), there has been limited attention on how significant these elements are for impact studies. For instance, it is not yet clear whether incorporating distributed debris cover and stagnation into hydrological models will influence runoff projections.

Here, the influence of debris cover on runoff is investigated by implementing the Glacier Evolution and Runoff Model (GERM; Huss et al., 2008b) to the Khumbu Glacier, Nepal. The model is modified to incorporate spatially variable debris thickness, with melt rates adjusted depending on debris depth. Because the true thickness and future behaviour of the debris is unknown, several model configurations, using various debris thicknesses and parameter groups, are designed to provide the full range of uncertainty concerning debris thickness and melt rates. These debris surfaces include simulated debris thickness distribution of Rowan et al. (2015) and remote-sensing based debris thickness observations of Rounce and McKinney (2014). To investigate the impact of debris inclusion, the model is used in its original form, with no consideration of debris, as well as in its modified form, with debris included, thus allowing one to assess whether the model more realistically simulates runoff when debris is included or ignored. Care is taken to retain the portable nature of the model so that it can easily be implemented in a range of catchments. The simulations of future glacier changes are forced with output from Regional Climate Models (RCMs) from the Coordinated Regional Downscaling Experiment (CORDEX). Due to the complex topography of the region, further statistical downscaling is required, and here we apply the quantile mapping approach of Piani et al. (2010).
2 Study Area and Data.

The Khumbu catchment (136 km$^2$) (close to Pheriche: 27.88° N, 86.82° E; Fig. 1) is located on the southern slopes of Mt. Everest (eastern part of central Himalaya) in the Sagarmatha (Everest) National Park (SNP), extending from an elevation of 4200 to 8848 m a.s.l. The two glaciers (Khumbu, and Changri) occupy 44 km$^2$, or 32% of the catchment. These glaciers are identified as summer-accumulation glaciers that are fed mainly by summer precipitation from the South Asian monsoon system (Ageta and Fujita, 1996). Recently, Thakuri et al. (2014) traced the surface area loss and Snow Line (SL) altitudinal shift of glaciers in the SNP since the early 1960s. These authors show that the SL shifted ca. +327 m and +232 m, respectively for Khumbu, and Changri Glacier, suggesting these glaciers have experienced a consistent negative mass balance since the 1960s, manifested in downwasting processes, as is typical for debris-covered glaciers (e.g. Bolch et al., 2011).

Direct glaciological data on Khumbu Glacier is limited to short-term mass balance surveys (Inoue, 1977) and ice thickness estimates (Gades et al. 2000; Moribayashi, 1978). Since long-term data are desirable for model calibration, geodetic mass balance is used in this study, for example, Gardelle et al. (2013) reports the specific mass loss of Khumbu and Changri Glaciers from 1999-2010 to be -0.51 and -0.42 m w.e. yr$^{-1}$, respectively. Table 1 summarises available data and includes several recent geodetic surveys, indicating broad agreement on the rates of mass loss. Glacier outlines are provided by the Randolph Glacier Inventory version 3 (Pfeffer et al., 2014) and the Shuttle Radar Topography Mission (SRTM) provides elevation data.

Both the Khumbu and Changri Glaciers exhibit significant debris cover (37% and 24% of total glacier surface, respectively), particularly in the lower sections where ice flow has stagnated with surface velocities of less than 10 m yr$^{-1}$ (Quincey et al., 2009). More active ice (up to 80 m yr$^{-1}$) exists immediately downslope of the Khumbu ice fall limiting debris accumulation in this area. Estimating debris thicknesses for large areas is extremely difficult due to the highly heterogeneous nature of the surface and the difficulties accessing and measuring debris depth. Therefore, in this study, a range of surfaces are implemented to investigate the full range of debris estimates. Firstly, the modelled debris surface of Rowan et al. (2015; 100 m resolution) is used to provide an upper bound for debris thickness, with average debris thickness of 147 cm and a standard deviation of 40 cm. Secondly, Rounce and McKinney (2014) used a remote-sensing-based (30 m resolution) approach to survey debris thickness, implemented here to provide a lower bound for debris thickness, with an average depth of 15 cm and a standard deviation of 11 cm. More details on debris surfaces can be found in Sect. 3.3.2.

Meteorological data are available from the Pyramid meteorological station (27.959° N, 86.813° E, 5035 m a.s.l.) located on the lateral moraine of Khumbu (Fig. 1). Salerno et al. (2015) extended this dataset thus providing a continuous daily record from 1994-2013, using neighbouring stations to fill gaps within the data. These data indicate that the climate is characterised by summer monsoons, with a prevailing S-N direction (Ichyanagi et al., 2007). During the last twenty years, the total annual accumulated precipitation is 446 mm yr$^{-1}$, with a mean annual temperature of -2.45 °C. In total, 90% of the precipitation is concentrated during June-September.

Very limited long-term discharge measurements are available for the high-elevation catchment. For this study, discharge data from a hydrometric station at Pheriche owned by the Italian research institute, IRSA-CNR, are used. Corresponding discharges are calculated using a stage-discharge curve developed during 2012-2014 via field surveys (using flow tracking, and salt tracers).
3 Methods.

3.1 Climate Time Series.

GCM (Global Climate Model) outputs cannot be directly used to force local-scale models without prior correction (Piani et al., 2010; Sharma et al., 2007). Therefore, this study utilises RCM simulations from the state-of-the-art CORDEX downscaling experiment (50 km resolution; CORDEX, 2015), which are further downscaled using a quantile-mapping statistical approach, based on the methods of Piani et al. (2010). This approach requires evaluation simulations (forced by ERA-Interim reanalysis data) as well as future simulations forced by GCM simulations of Representative Concentration Pathways (RCPs 2.6, 4.5, 8.5 - see van Vuuren et al. (2011) for details) to ensure various future emissions scenarios are included (Taylor et al. 2007).

The bias correction procedure is applied to simulations from two RCMs. Firstly, the Rossby Centre Regional Atmospheric Model (RCA4) developed by the Swedish Meteorological and Hydrological Institute (Samuelsson et al., 2011). The simulations used are driven by the ICHEC-EC-EARCh (Irish Centre for High-End Computing) GCM, for RCP 2.6, 4.5 and 8.5. Secondly, REMO (REgional atmosphere MOdel developed by the Max-Planck-Institut für Meteorologie; Jacob, 2009; Jacob and Podzun, 1997) is applied. The simulations used are driven by the Nor-ESM (Norwegian Earth System Model) GCM for RCP 4.5 and 8.5. These were the two simulations available that included evaluation simulations at the time of writing.

3.1.1 Correction of Meteorological Data.

The daily precipitation data monitored at 5035 m a.s.l. as reported by Salerno et al. (2015) for the 1994-2013 period was further processed to correct for potential gauge-undercatch using the approach outlined in Yang et al. (1998) using wind speed and gauge height. Thus, the final corrected precipitation time-series provides a more accurate record of winter accumulation where solid precipitation was likely underestimated (Salerno et al., 2015; Fig. S1).

3.1.2 Bias Correction of Regional Climate Models.

The quantile-mapping technique of Piani et al. (2010) is implemented since it adjusts for both the mean and variability of the simulated data by matching the intensity distributions of the observations. Additionally, it removes overestimation of ‘drizzle’ days, a known limitation of daily GCM and RCM precipitation (Piani et al., 2010).

The correction for precipitation assumes that both the observed and simulated distributions are described by the gamma distribution. For precipitation corrections, the monthly Cumulative Distribution Functions (CDFs) and the number of dry days of the simulated and observed variables are calculated. A transfer function, \( y=f(x) \), where \( y \) is corrected precipitation and \( x \) is simulated precipitation, is then computed as:

\[
CDF_{\text{obs}}(f(x)) = CDF_{\text{sim}}(x)
\]

This transfer function can then be used to apply the difference between the simulated and observed distributions to future precipitation data series. For temperature, the same approach is taken except the normal distribution is used to calculate the CDF. The results of these corrections for the observation period are included in Fig. S2. Crucially, this method uses the evaluation CORDEX-South Asia simulations together with the longest available meteorological record (1994-2012) to constrain the correction.

To ensure the bias correction is robust, the corrections were independently cross-validated by dividing the time-series of observations and simulations in two; 1994-2002 was ‘training’ data to calculate the parameters of the distribution transfer...
function, and 2003-2010 was treated as ‘validation’ data to which the correction was applied. This process was then reversed and the results compared using evaluation metrics (root-mean-square error and absolute error) to ensure the correction functioned over periods with no observations. To test whether the correction is accurately reproducing conditions that cause the onset of melt, the onset of the melt season (>5 consecutive warm days) is calculated. For precipitation, the annual dry day frequency is calculated to assess the reproduction of rainfall frequency and removal of drizzle. Results of the cross-validation and metrics are presented in Sect. 4.1. For the final bias correction for application to the model, the full duration of the meteorological data are used.

3.1.3. Future Climate Scenarios.

There are two main sources of error affecting simulations: RCM bias, caused by factors such as topography, which is addressed by bias correction; and GCM bias, which is inherited from the GCM through its boundary conditions (Kotlarski et al., 2014), caused by inaccurate monsoon representation, for example. Evaluation simulations are forced by reanalysis data so contain only the RCM bias. However, historical simulations are forced with CMIP5 boundary conditions so contain both RCM and GCM bias. The bias correction outlined here corrects evaluation simulations using observations, therefore removes the RCM bias. When applied to historical and RCP simulations, the RCM bias is again removed, only the GCM bias now remains.

This bias was identified in this study as a temperature offset between the end of evaluation simulations and the beginning of future scenarios during the overlap period of 2006-2010 (Fig. S3), with no offset evident in the precipitation simulations. Not correcting this bias would impose a false warming of around 1 °C so modifications must be made to the bias correction methodology. With abundant model simulations, the solution could be to use the GCM with the smallest offset. However, due to limited simulations and the large errors of available GCMs, the solution here is to use the mean of historical temperature simulations in the bias correction, with the standard deviation of the evaluation simulations. This ensures the bias-corrected temperature in future scenarios is related to the calibration period, yet the variability is still constrained by evaluation simulations since this most accurately reproduces observed conditions.

3.2. Glacier-Evolution and Runoff Model (GERM).

GERM is a fully distributed glacio-hydrological model designed for highly glacierised catchments capable of calculating components of the water balance at high resolutions (daily and 50 m) and has been well proven in the European Alps and Central Asia (Sorg et al., 2014; Farinotti et al., 2012; Huss et al., 2008b). This highly-parameterised model is portable in that its input requirements are limited to daily temperature and precipitation and a digital elevation model of the glacier surface, but its applicability to Himalayan catchments is untested. A brief overview of GERM will follow, while a full description can be found in Huss et al. (2008b) and Farinotti et al. (2012). GERM consists of five modules to represent accumulation, ablation, glacier evolution, evaporation and runoff routing.

Glacier mass balance is calculated using the accumulation and ablation modules. Precipitation is classed as snow if the temperature is below 1.5°C with a linear transition range of ±1°C. Ablation of snow and ice is calculated using a distributed temperature-index model that is enhanced to also include potential solar radiation (Hock, 1999):

\[
M = \begin{cases} 
(f_M + r_{\text{ice/snow}} \cdot I_{\text{pot}}) \cdot T_i & : T > 0°C; \\
0 & : T \leq 0°C;
\end{cases}
\]

(2)
where \( f_M \) is a degree day factor, \( r_{\text{snow},i} \) are separate radiation factors for snow and ice, \( I_{\text{pot},i} \) is the potential direct clear-sky radiation at grid cell \( i \), and \( T_i \) is the mean daily air temperature at the same location. \( T \) is interpolated using a constant lapse rate. Seasonal snow cover in non-glacial areas melts in the same way as snow in glacial areas until no snow remains.

The runoff module of GERM is summarised here and fully explained in Farinotti et al. (2012). Runoff is routed through a suite of fast and slow linear storage reservoirs depending on the surface type. Due to the nature of the Khumbu catchment, only three surface types are distinguished: ice, snow, rock. The local water balance is solved at all grid cells:

\[
Q_i = P_{\text{liq},i} + M_i - ET_i - \sum_j \Delta V_{r,j},
\]

where \( Q_i \) is the runoff at day \( i \), \( P_{\text{liq}} \) is liquid precipitation, \( M_i \) is melt from the ablation module, \( ET \) is evapotranspiration and \( \Delta V \) is the storage change of the reservoir, \( r \). Potential \( ET \) is calculated based on the air temperature, saturation vapour pressure, surface type and daylight per day (Huss et al., 2008). Areas outside of the glacial mask are treated in the same way as glacial areas, with the surface type dictating which runoff reservoir is active. Finally, the total catchment discharge is computed as the sum of \( Q_i \) for all grid cells.

### 3.2.1. Glacier Recession and Stagnation.

Glacier evolution is calculated using a mass-conserving \( \Delta h \)-parameterisation, fully described in Huss et al. (2010) and used in a range of studies (e.g. Huss & Hock, 2015; Li et al., 2015; Farinotti et al., 2012). This parameterisation redistributes annual volume change over the ice surface according to typical patterns of mass losses from observations and has been shown to result in glacier surface evolution similar to more complex ice flow modelling. Since these spatial patterns of mass loss were not based on debris-covered glaciers, the appropriateness of using these ‘typical’ curves is questionable (Huss et al., 2010). Therefore, a glacier-specific parameterisation was developed for Khumbu, based on the elevation changes found by Nuimura et al. (2012) for the period 1992-2008. This curve dictates that mass changes are relatively homogeneously distributed over the lower two thirds of the glacier, rather than focussing on the terminus region as is typical for most receding glaciers (Fig. 2). This pattern of mass redistribution mimics the patterns of mass loss observed in numerous geodetic mass balance surveys for debris-covered glaciers in the Everest region (Gardelle et al., 2013; Nuimura et al., 2012; Bolch et al., 2011) and is applied to all model configurations.

### 3.2.2. Initial Ice Volume.

Accurate estimates of initial ice volume and thickness are important to ensure that simulated future volume changes are reliable (Huss et al., 2014). This study uses a combination of modelling and interpolation to calculate bed geometry and thickness. Gades et al. (2000) conducted a series of radio-echo sounding transects on the lower section of Khumbu (Fig. 1), which are used as ground control points to interpolate the bed. This is combined with modelled thickness where data are not available using the methods of Huss and Farinotti (2012) who estimate ice thickness from an inversion of surface topography based on glacier mass turnover and ice flow dynamics. Specifically, the surface mass balance distribution is estimated and used to calculate the ice flux volume, which is converted into ice thickness using the ice flow law (Glen, 1955). This thickness distribution (Fig. 1) and volume compares well to those used by Rowan et al. (2015) who employ a similar methodology. Finally, to evaluate the modelled ice thickness in areas without independent thickness data, the purely-modelled thickness is compared to observed thickness. The results of this show an oversteepening of the bed in the purely-modelled topography, resulting in erroneously thin ice beneath (-40 m) the icefall and thick ice near the terminus (+50 m).
Although these errors are removed when the control points are interpolated for ice beneath the icefall, they provide an indication of the uncertainty associated with areas of the glacier that have no independent ice thickness observations.

### 3.2.3. Distributed Debris Cover.

Supraglacial debris cover can perturb the melt rate of ice (Ostrem, 1959) by reducing the albedo of ice from typical values of 0.25-0.5 to values of 0.1 (Cuffey and Paterson, 2010), which increases the absorption of incoming radiation. If the debris layer is sufficiently thin (<3 cm), this energy flux will be conducted to the ice surface causing enhanced surface melting (Nicholson and Benn, 2006). However, studies in the Himalayas suggest that the impact of thin debris at the glacier-scale is negligible due to limited coverage of thin debris, so it is not included here (Pratap et al., 2015; Inoue and Yoshida, 1980). Instead, the dominant influence of debris on Himalayan glaciers is an insulating effect. Specifically, a thicker layer of debris (>3 cm) will result in reduced melt compared to bare ice, since the debris absorbs incoming radiation during the day and returns this energy to the atmosphere at night, preventing efficient transmission to the ice (Nicholson and Benn, 2013).

In this study, rather than using a constant reduction factor, the effect of distributed debris cover has been incorporated into GERM by adding a thickness-dependent reduction factor, $f_{\text{debris}}$, which applies once seasonal snow cover has melted:

$$\text{If } T > 0^\circ C \text{ and debris covered: } M = \left( f_M + r_{\text{ice}} \cdot I_{\text{pot},i} \right) \cdot f_{\text{debris}}$$

$$f_{\text{debris}} = e(c \cdot D_t)$$

where $f_{\text{debris}}$ is the correction factor of debris-covered ice, $e$ is the exponential constant, and $c$ is the coefficient that describes the shape of the melt reduction curve depending on debris thickness, $D_t$. This melt reduction curve is based on the observed melt rates under debris from the nearby Ngozumpa Glacier whereby melt rates under 50 cm of debris are 50% of surface melt rates (Nicholson and Benn, 2006). Thus, the model now calculates surface melt using a fully distributed melt-correction depending on the thickness of surface debris. Debris thickness data is described in Sect. 3.3.2.

Debris-covered ice also encourages the formation of ice cliffs (Hambrey et al., 2009) where ablation can be strongly enhanced locally (Reid and Brock, 2014; Sakai et al., 2000) due to exposed low-albedo ice, aspect (Sakai et al., 1998), and the transfer of atmospheric energy into the glacier interior through melt-pond drainage (Miles et al., 2016; Steiner et al., 2015). Thus, in areas defined as ice cliffs (see Sect. 3.3.2), melt is modified such that it is equal to the bare-ice melt rate by assigning ice-cliff areas a debris thickness value of 0 cm.

### 3.3. Model Configurations.

#### 3.3.1. Model Configuration for Calibration Period (1999-2010).

The lack of long-term glaciological data is a key limitation to calibration. Without direct mass balance measurements, geodetic mass balance can be used. This is an excellent indicator of glacier response to climate since it integrates the entire glacier and provides the water volume lost (Jost et al., 2012). However, it does not yield information on precipitation so care must be taken to ensure the correct volume change is not simulated, for example, by underestimating melt and underestimating precipitation to compensate. Of the geodetic surveys summarised in Table 1, the time period covered by the data set of Gardelle et al. (2013) best fits with the duration of meteorological data. Moreover, the observed mass balance of -0.51 m w.e. yr$^{-1}$ from 1999-2010, sits between those of Bolch et al. (2011) and Nuimura et al. (2012).

To calibrate GERM, simulations were initiated from 1999-2010 with the ablation parameters ($f_{ab}$, $r_{over}$, $r_{snow}$) adjusted separately until simulated mass balance matched the mass balance from Gardelle et al. (2013) of -0.51 m w.e. yr$^{-1}$. The accumulation parameter group was not altered during this process since meteorological input data was adjusted externally to
correct for gauge-undercatch and the precipitation lapse rate was taken from observations of Salerno et al. (2015), thus constraining these parameters allowing reasonable calibration of the ablation parameters. The ablation parameters were tuned by systematically altering the parameters by ±10% until the modelled mass balance most closely reproduced observed mass balance, with the ratio between the three ablation parameters \((f_{\text{se}}, r_{\text{ice}}, r_{\text{snow}})\) kept constant. Bias-corrected RCM outputs were used to drive the model during this period. This was preferred to in-situ meteorological data in order to ensure continuity with future glacier behaviour.

In order to investigate the impact of debris inclusion on glacier and runoff evolution, the calibration is performed using the original model (ignoring debris) and with a thick debris layer, resulting in two separate calibration configurations and two separate parameter groups: bare ice parameters and debris parameters. These parameter sets provide the minimum (bare ice) and maximum (debris) bounds for debris depth and thus melt parameters. The modelled volume change has to reproduce the independent observed volume change in each separate configuration, yet the addition of a debris surface inhibits melt. Therefore, the melt parameters must compensate for the debris layer in order to simulate observed volume changes. This is explained schematically in Fig. 3.

3.3.2. Debris Surfaces.

The aforementioned bare ice is taken directly from the digital elevation model. The thick debris surface used in calibration is produced in Rowan et al. (2015) by modelling the evolution of the debris surface, hereafter referred to as thick debris. This thick debris surface is less variable than reality, so should be considered an upper-bound for the reduction of melt under debris.

Although a thick debris surface is expected to protect the ice surface from rapid melt (Rowan et al., 2015), the impact of ice cliffs and supraglacial lakes are not fully understood (e.g. Thakuri et al., 2015). To test whether ice cliffs can have a destabilising influence on glacier response, a variety of alternate debris layers are used (Fig. 4, and Table 2) in addition to the thick debris surface of Rowan et al. (2015). Firstly, the debris surface of Rowan et al. (2015) is modified to include the size and locations of ice cliffs. This layer, thick debris with ice cliffs, uses the locations and size of melt-ponds as a proxy for ice cliffs (Ragettli et al., 2015; Zhang et al., 2011), with debris thickness altered to zero. Melt pond data from Watson et al. (in review) provides pond outlines for Khumbu Glacier. Secondly, the ice-cliff layer is further modified to mimic continued growth of ice cliffs and disintegration of the debris surface, producing the thick debris with increased ice cliffs surface. Finally, the thin debris surface is from the remote-sensing based study of Rounce and McKinney (2014) providing a thin, highly heterogeneous surface.

3.3.3. Model Configurations for Future Simulations.

To explore the sensitivity of glacier evolution and runoff to supraglacial debris, a series of model configurations are used implementing several combinations of parameter sets and debris surfaces. The configurations are designed to provide a comprehensive assessment of the sensitivity of the model to debris cover. Figure 5 demonstrates the calibration process and how the parameter groups and debris surfaces are applied in configurations 1-4 for future simulations. All configurations employ the same retreat-parameterisation curve developed specifically for Khumbu (Sect. 3.2.1).

Configuration 1 represents implementation of GERM with no knowledge of debris cover, i.e. the calibration parameter set was parameterised with a bare-ice surface, and the future simulation contains no reduction factor for debris surfaces. Since this is a continuation of the calibration configuration for bare ice, it is therefore expected to produce realistic future volume changes. Configuration 2 uses the same bare-ice parameter sets, but this configuration adds the thick debris surface
of Rowan et al. (2015) for future simulations, so melt is reduced depending on debris thickness. Thus, the differences between configurations 1 and 2 isolate the influence of the thick debris surface.

Configuration 3 uses the parameter set calculated when thick debris was applied during calibration, but does not apply debris in the future simulations, therefore mimicking the effect of total debris removal. This demonstrates the extent to which ice may melt without debris, providing an upper bound for the sensitivity analysis. Configuration 4A uses the debris cover parameter set with the thick debris surface for future simulations. Thus, it is a continuation of the calibration configuration so is expected to produce realistic future volume changes. Configurations 4B-D apply the alternate debris surfaces (see Table 2) in future simulations, used to test the impact of ice cliffs on future glacier response.

These configurations are designed to provide the full-range of uncertainty associated with debris thickness since the true nature of the surface, as well as its future evolution, are unknown. Configurations 1-4A all implement either bare ice or thick debris, whereas configurations 4B-D implement alternate debris surfaces.

3.4. Experiments.

The model configurations are grouped into experiments where each comparison will explore a different aspect of model sensitivity:

- **Experiment 1**: configurations 1 and 4 are compared. These ‘calibrated’ simulations use the same model configuration as the calibration period, thus simulating reasonable runoff projections.
- **Experiment 2**: configurations 2 and 3 are compared. This provides a sensitivity analysis exploring the difference in runoff when the model is modified after the calibration.
- **Experiment 3**: sensitivity analysis exploring the impact of ice cliffs and melt ponds on runoff, using the configurations 4A-D. By using constant calibration parameters, the differences between each configuration isolate the effects of the choice of debris-surface.

3.5. Model Simulations of Future Glacier Evolution.

In addition to the aforementioned experiments, simulations employing the most realistic model configuration are performed using simulations from two RCMs for three RCPs to explore the future evolution of runoff at Khumbu. To determine the most realistic configuration, discharge data from Pheriche are used to resolve whether the bare ice configuration or the debris configuration most accurately reproduces observed discharge (see Sect. 4.4).

4 Results.

4.1 Bias Correction Evaluation and Future Climate Scenarios.

Table 3 shows the results of the cross-validation bias correction evaluation metrics, demonstrating considerable improvements to the original RCM outputs. The independent cross-validation performs equally well compared to the full bias correction, suggesting the methodology is robust. Figure 6 shows the bias-corrected future temperature and precipitation of RCA4 and REMO for the three RCPs (see Fig. S4 for trend analysis). All scenarios show warming over the 21st century; however, REMO simulations suggest more considerable decadal variability compared to RCA4. For RCP 4.5, mean temperature increase averaged across RCA4 and REMO is 0.012°C yr⁻¹, compared to 0.034°C yr⁻¹ and 0.003°C yr⁻¹ for RCP 8.5 and 2.6 respectively. Precipitation trends are less clear (Fig. S4). RCA4 scenarios show significant (P<0.05) negative trends for RCP 4.5 and 8.5 whereas REMO RCP 4.5 shows a significant (P<0.05) positive trend. It should be emphasised
that, although every care has been taken to ensure this process uses the best available data and techniques, the limitations of sparse monitoring networks and limited availability of CORDEX-South Asia model outputs, the projections presented here are not to be considered best estimates of future glacier change.

4.2. Calibration Results.

GERM was calibrated separately for two configurations (with and without debris) as described in Sect. 3.3.1, producing the parameter sets in Table 4. Both these parameter sets reproduce observed geodetic mass balances from 1999-2010 of -0.51 m w.e. yr\(^{-1}\) for their respective configurations. Figure 7 shows the closely matched mass balance and near-identical volume changes during the calibration period. Validation of the model outputs using the alternative geodetic studies shown in Fig. 7 is difficult, since the timing of the studies coincides yet the estimated mass balances are different. Moreover, the uncertainty range of Bolch et al. (2011) and Nuimura et al. (2012) are both ±0.52 m w.e. yr\(^{-1}\).

4.3. Experimental Results:

4.3.1. Experiment 1: Calibrated Simulations.

The two model configurations (1- without debris, and 4- with thick debris cover) for which calibration to volume change took place show minimal differences in overall future glacier volume loss, glacier shrinkage and mass balance (Fig. 8 and 9), For example, considering the entire glacier, the remaining ice volume of configuration 1 by 2100 is 28.2 %, whereas configuration 4A is 28.4 %, compared to 2010. In the case of bare ice (configuration 1), the relative melt factors are low so the sensitivity of bare ice melt to temperature change is relatively small. Conversely, with thick debris (configuration 4A), relative melt factors are high, so there is more melt with warming, yet the insulating effect of the debris balances this to produce very similar overall glacier response with strongly reduced mass loss in the lower ablation area, but higher mass loss above the debris-covered tongue. Since both configurations use the Khumbu-specific retreat parameterisation, the spatial pattern of mass loss is very similar (Fig. 9). Experiments 2 and 3 will assess how sensitive model outputs are to the assumption of debris changes by altering the nature of the debris surface.

4.3.2. Experiment 2: Model Sensitivity.

There is a substantial difference in the rate of volume loss between configurations 2 and 3, with configuration 2 (low melt parameters with thick debris surface) showing limited volume loss compared to configuration 3 (high melt parameters with no debris), as shown in Fig. 8. The regions with mass loss in Fig. 9 reflect this pattern with Fig. 9b showing minor changes whereas Fig. 9c shows dramatic ice loss beneath the ice fall, highlighting the influence of the debris on glacier evolution. Clearly, the thick debris-layer in configuration 2 protects the ice from melting compared to configuration 1 when the same parameter set is employed to bare ice. Conversely, configuration 3 shows that removal of the debris layer and allows rapid melting and very high mass loss. The area-averaged melt rate in the debris-covered area in configurations 4 is 85 % lower than configuration 3, suggesting the thick debris layer reduces melt rates by this amount.

It is clear from Fig. 8a and 9 that the glacier area changes have a strong influence on mass balance. For example, configuration 3 shows strongly negative mass balance due to the high relative melt factors and lack of a protective debris surface. However, after 2040, the mass balance tends to be less negative and reaches zero in 2100, due to the removal of the low-lying ablation zone, indicating that the glacier has adapted to the climatic forcing. This is evident in Fig. 9 where very little ice remains below the ice fall. Although configuration 2 and 3 are not considered realistic scenarios, they reflect the sensitivity of the model to debris cover and provide a means by which we can assess the importance of debris cover to glacier evolution and runoff. The next section will explore this further by employing variable levels of debris.
4.3.3. **Experiment 3: Impact of Ice Cliffs.**

Varying the properties of the debris surface, with all other variables remaining constant, significantly affects ice loss and discharge, as demonstrated in Fig. 9 and 10 where configuration 4A (thick debris) shows a slower rate of volume loss compared to configurations 4B, C and D (4B: ice cliffs; 4C: Increased ice cliffs; 4D: thin debris). Clearly, the protective influence of the debris diminishes with debris disintegration, with the thin debris surface protecting the ice only slightly compared to bare ice. Similarly, Fig. 9e-f demonstrate how the increased proportion of ice-cliff features, in configuration 4B compared to 4C, promotes faster loss of ice. These changes are captured in simulated runoff (Fig. 10b) with highest discharge occurring where there is no debris (configuration 3) or thin debris (configuration 4D) during the period of rapid mass loss (2010–2070). After 2070, discharge for configurations 3 and 4D decreases below the more insulated configurations (4A, 4B, 4C) as minimal ice remains beneath the ice-fall (Figure 9e and 9d). Since our knowledge of debris thickness distribution and the impact of ice cliffs are very limited, this sensitivity analysis demonstrates how significantly glacier and runoff evolution are influenced by different debris surfaces.

4.4. **Future Evolution of the Khumbu Glacier.**

Using the most representative model configuration, this section will provide an estimate of future glacier evolution and runoff. Discharge observations from the Pheriche station from during 2014 are used to provide an indication of which model configuration is most representative of observed conditions. Figure 11 shows monthly and annual discharge from Pheriche in 2014, compared to simulated discharge. Using the Nash-Sutcliffe Efficiency (NSE; Nash & Sutcliffe, 1970) to evaluate performance, discharge is more accurately simulated using configuration 4A (thick debris) both annually and daily (NSE = 0.84), compared to configuration 1 (bare ice; NSE = 0.76). Thus, the debris configuration can be deemed more representative, and is employed for future simulations.

Figure 12 shows the future evolution of glacier retreat and runoff for bias-corrected RCA4 and REMO output. Clearly, ice volume is simulated to decrease for all scenarios until 2100. For RCA4, the remaining ice volume of RCP 2.6 is 40.3 % of initial volume, compared to 28.4 % and 14.5 % for RCP 4.5 and RCP 8.5, respectively. Using REMO output, remaining volume for RCP 4.5 is 25.4 % compared to only 2.6 % for RCP 8.5.

Discharge simulations (Fig. 12b) show minor long-term differences between simulations, with all RCPs showing peak discharge around 2040-55, followed by a net decrease of 8 million m$^3$ yr$^{-1}$ by 2100 compared to current levels. This initial increase can be explained as additional water production from melting ice, followed by the eventual decrease in discharge once most of this ice reservoir has melted, when snow melt and rainfall will be more significant sources of runoff.

5. **Discussion.**

5.1. **Sensitivity of runoff to debris cover.**

5.1.1. **Similar volume change in configurations 1 and 4.**

The results shown in Fig. 8c (config. 1- no consideration of debris; and config. 4- debris included) suggest that highly parameterised mass balance models will simulate similar future glacier evolution, regardless of the complexity of debris-cover representation in the model. This occurs because the calibration procedure dictates that the model reproduces observed changes, so the climatic sensitivity of the parameters remains constant over the 21st century, with no significant feedbacks caused by the debris, although a key assumption of this calibration is that debris conditions and climatic sensitivity remain constant in the future. This suggests that future work should focus on enhancing calibration, for example, by increasing the
number of discharge monitoring stations, and better understanding the temporal changes in debris thickness, rather than increasing model complexity.

However, it would be incorrect to conclude that debris cover is not an important variable, since the results of the sensitivity analysis show considerable uncertainties resulting from incorrectly incorporating debris cover, or when debris cover is not static; a key assumption of configuration 4 is that debris cover remains constant. For example, the difference between the bare-ice parameters and the debris-cover parameters in Table 4 reflects the impact debris cover has on glacier melt. This is an example of highly parameterised models yielding the correct results for the wrong reasons. Moreover, the evolution of the debris cover as the glacier changes over time, and the strong feedback with mass balance, will lead to non-linear change. Therefore, it is suggested that efforts are made to improve the understanding and monitoring of temporal changes in the debris surface, so that debris can be realistically incorporated into modelling studies.

5.1.2. Differences in discharge in ‘calibrated simulations’ (configurations 1 and 4).

The considerable differences in runoff between configurations 1 (no consideration of debris) and 4 (thick debris; Fig. 8b), despite near-identical volume changes, are likely to be caused by limitations of hydrological models in alpine catchments, whereby processes outside of the glacier influence runoff. Specifically, in the case of clean ice, the low relative melt parameters allow the non-plausible build-up of snow and ice outside of the glacier mask, thus potential water is stored and runoff is reduced. For thick debris, which is a more realistic representation of Khumbu Glacier, the melt parameters are high enough to melt this snow and ice thus generating runoff. This deficiency of hydrological models has been seen in several studies (e.g. Frey and Holzmann, 2015; Bernhardt and Schulz, 2010) but has not received much attention and suggests that snow is accumulating in areas where there is none in reality and that snow redistribution through avalanching may not be realistically captured by the model. This is significant as, during the calibration period, the non-glacial area contributed 70.7% of total annual runoff.

However, the more accurate reproduction of observed discharge in the debris-covered model configuration 1 (Fig. 11), suggests that runoff projections only calibrated to glacier changes, without considering the insulating effect of surface debris, may underestimate runoff. Therefore, it is essential that locally calibrated models need to be confident that the ice surface conditions to which they are calibrated will remain constant for the duration of the future simulation. Changes in the nature of the debris surface, for example, disintegration through increased proportion of ice cliffs and melt ponds (Rowan et al., 2015; Benn et al., 2012), remains a considerable area of limited understanding, and their future propagation may alter the climatic sensitivity of the glacier, as shown in Fig. 9-10.

5.2. Debris and Stagnation.

5.2.1. Debris Sensitivity Analysis.

The differences between configurations 1 to 4 (Fig. 8-9) highlight the impact of debris cover in melt reduction. For example, the reduction in melt rates between thick debris and no debris (configurations 4 and 3 respectively) of up to 85% corroborate findings of Ragettli et al. (2015) and suggest that previous studies underestimate reduction factors of melt under debris (Immerzeel et al., 2013; Konz et al., 2007). Although this value is influenced by the choice of debris layer implemented, for example, here the thick debris layer of Rowan et al. (2015) is implemented, 85% represents the maximum reduction of melt, considering uncertainties in the true nature of the debris surface. In terms of ice volume changes, the remaining ice in 2100 ranges from 0.07 km³ (2.25% relative to 2010) to 2.17 km³ (71.7%). Discharge in 2100 ranges from 57 to 87.5 million m³ yr⁻¹, depending on the debris scenario, and shows an even larger range in 2010 when the maximum ice volume is available for melt (57-142 million m³ yr⁻¹).
Ice cliffs and the properties of the debris surface influence simulated volume change and discharge (Fig. 9 and 10), with increasing debris disintegration promoting mass losses and corresponding increases in discharge. Despite ongoing efforts to simulate ice-cliff and melt-pond processes (e.g. Miles et al., 2016; Steiner et al., 2015; Sakai et al., 2000), the understanding regarding their future evolution in terms of their number, size and distribution, is limited. In particular, the impact of ice cliffs and melt ponds at glacier scale and how to implement these key features into models is largely unknown. Although ice-cliff and melt-pond features have been incorporated into this study through a sensitivity experiment using locally enhanced melt rates, the current level of understanding of ice-cliff and melt-pond evolution and dynamics is too limited to realistically simulate their impact and evolution.

5.2.2. Debris expansion and thickening.

Although it is possible to implement spatially expanding debris by using a scheme similar to that of Jouvet et al. (2011), this is not necessary at Khumbu because the spatial extent of debris is unlikely to change significantly before 2100 due to the current ELA (Equilibrium Line Altitude) elevation of around 5600 m (Bolch et al., 2011; Benn and Lehmkuhl, 2000). This falls mid-way up the Khumbu ice-fall acting as a divide above which there is very little debris due to the high accumulation and low ablation at high elevations. Rowan et al. (2015) explores the evolution of debris on Khumbu and simulates minimal debris above the ice-fall, even in 2200. However, this situation is specific to Khumbu Glacier, therefore, it is desirable to incorporate spatially evolving debris into models at other sites, either using a relatively simple scheme, such as Jouvet et al. (2011), or using a dynamic debris-evolution model, such as in Rowan et al. (2015).

Debris thickness is expected to thicken with continued stagnation and downwasting (Hambrey et al., 2009). To test the impact a thickening debris cover will have on melt, configuration 4 simulations were repeated using only RCP 4.5 from RCA4, only with a debris thickening scheme whereby debris thickness continually thickens until 2100, realised by continually decreasing the debris reduction factor \( f_{\text{dimin}} \) to mimic a thickening of 50 cm by 2100. The results of this experiment show less than 1% decrease in simulated volume change and mean discharge, suggesting the thickening debris will have a negligible impact since the majority of debris on Khumbu Glacier is already thick enough to significantly reduce melt.

5.2.3. Testing different \( \Delta h \) curves of mass redistribution.

The \( \Delta h \)-approach to mass redistribution uses a calibrated redistribution curve (Fig. 2) based on the geodetic survey of Nuimura et al. (2012). By repeating future simulations with a non-calibrated curve which assumes mass loss through frontal recession, it is possible to investigate how applicable ‘typical’ retreat assumptions are to debris-covered glaciers. Using the non-calibrated curve, the spatial ice loss is more typical of non-debris-covered glaciers, showing clear terminus recession, whereas the Khumbu-specific curve reduces terminus recession but incorporates the mass loss through downwasting (Fig. S5). Thus, it is recommended that correctly capturing the pattern of mass loss, for example using geodetic data or dynamic glacier modelling, is prioritised in future modelling studies.

5.3. The Future Evolution of Khumbu Glacier.

The most ‘representative’ model configuration and the suite of climate scenarios simulated significant ice volume losses in the 21st century (Fig. 12). Although the range of scenarios reflects considerable uncertainty in the climate signals, there is broad agreement that remaining ice volume will be significantly reduced. In 2100, the simulated ice volume ranges from 2.6% of 2010 volume for REMO-RCP 8.5, to 40% of 2010 volume for RCA4-RCP 2.6. The pattern of continued ice loss agrees with simulations of other studies. For example, Shea et al. (2015) estimated remaining ice volumes of 4 to 27% in
2100 for all glaciers in the Everest region and Immerzeel et al. (2013; 2012) simulates continued volume losses during the 21st century at the Langtang catchment. The manifestation of this mass loss is through a combination of thinning and terminus recession at low elevations, whereas high elevations remain relatively unchanged (Fig. 9). This high elevation accumulation zone may contain a greater or lesser volume of ice than this study simulates, as there are understandably no observations of ice thickness available. Moreover, the simulated mass loss at low elevations reflects a loss of active ice that is no longer sustainably replenished in mass from higher elevations; however, it is likely that a large amount of dead ice will remain beneath thick debris layers (Benn et al., 2012; Humlum, 1998). This dead ice, which is not included in future ice volume, may explain the significant differences in glacier evolution simulated in this study and in Rowan et al., (2015) who show limited ice thinning in the debris-covered areas of Khumbu Glacier in the future. However, both studies agree that the debris-covered tongue is likely to detach from the upper glacier in the future as the currently active ice area retreats further up-glacier.

The simulated peak discharge in 2040-2055 followed by an eventual decrease (Fig. 12) agree with Rees and Collins, (2006) and Immerzeel et al. (2010), who simulate catchment runoff at different scales. However, Immerzeel et al. (2013) found increasing trends in river flows for the Baltoro and Langtang Glaciers, relative to 1961-1990. The main factors explaining the differing trends between studies are the differing precipitation trends and the scale of the study area.

5.4. Overall uncertainty Analysis.

The lack of long-term meteorological, hydrological and glaciological data makes it difficult to estimate the uncertainty associated with the simulations, since the model performance cannot be extensively validated against past changes in glacier evolution and catchment runoff. The performance of simulated runoff compared to the short runoff observations are encouraging (Fig. 11), but it should be emphasised that the future simulations in this study are highly uncertain. The focus of this study is to better understand the uncertainties associated with debris cover in terms of glacier and runoff evolution; however a brief summary of other sources of uncertainty is discussed. Huss et al. (2014) provides a thorough review of uncertainties associated with glacio-hydrological modelling.

Firstly, the estimates of future climate change are limited by the performance of GCM and RCM simulations over extreme topography (e.g. Kotlarski et al., 2014; Prömmel et al., 2010). Although every care has been taken to include a comprehensive bias-correction process, the lack of observations, particularly regarding precipitation, at high altitude hampers understanding of climatology in the Himalaya. Subsequently, the reanalysis datasets used to drive evaluation simulations and used in the bias correction process, are constrained by limited observations so are unlikely to be as accurate as those in more accessible mountain regions with longer records, for example, the European Alps. Recent decreasing trends in precipitation in the Everest region (Salerno et al., 2015) are only captured by two out of five simulations, although it is not possible to know whether this trend is a result of external forcing, or is due to internal climate variability, and whether it will continue. Only the RCA4 and REMO RCM simulations were available at the time of writing, which limits the constraint of RCM uncertainty. Moreover, the limited uptake of CORDEX-South Asia simulations in published literature to date results in a lack of understanding of the relative performance of these RCMs in extreme topography. Therefore, it is urged that a study similar to that of Kotlarski et al. (2014), who evaluated the performance of CORDEX-Europe simulations over the Alps, is conducted in other CORDEX domains.

There are considerable uncertainties associated with the calibration of GERM to geodetic mass balance. Firstly, the geodetic mass balance surveys contain uncertainty associated with stereographically deriving DEMs in steep terrain (Nuimura et al., 2012; Bolch et al., 2011) and low contrast in high-elevation accumulation areas, for example. For this study, the geodetic mass balance of -0.51 m w.e. yr⁻¹ from Gardelle et al. (2013) is associated with an uncertainty of ± 0.19 m w.e.
yr$^{-1}$. Moreover, Figure 7 shows that geodetic mass balance estimates do vary between different studies, further corroborated by Bolch et al. (2011) who provide an additional geodetic survey of Khumbu Glacier from 1970-2007, finding a specific mass balance of -0.27 m w.e. yr$^{-1}$. This variability makes validation of the model problematic; however, the broad agreement and the widespread trend in the Himalayan region suggests that current trends are indicative of a longer term climate response.

The lack of multiple calibration data sets, for example, volume change and snow accumulation, create problems in terms of the cause of volume changes. For example, correct volume loss can be attained through incorrect simulation of accumulation and ablation since volume change alone does not indicate the source of runoff (Pellicciotti et al., 2012; Schaeffli and Huss, 2011; Konz and Seibert, 2010). In this study, the simulated discharge agrees relatively well with short-term discharge observations at Pheriche (Fig. 11), reaffirming that volume losses are being calculated reasonably well. Finally, the stationarity of model parameters is a known limitation of highly-calibrated models, assuming that the current relationship between climate and snow and ice melt will remain constant until 2100 (Huss et al., 2008a).

Uncertainties associated with the delineation of the glacier mask are significant due to difficulties discerning between ice, debris-covered ice, snow, and rock (Paul et al. 2013), which is further complicated by the abundance of stagnant and dead ice, the classification of which is not straightforward. The Randolph Glacier Inventory used in this study is standardised and checked for errors and allows comparison of different catchments in different regions (Pfeffer et al., 2014). However, Vincent et al. (2016) used repeat differential-GPS measurements to determine glacier flow on Changri Nup Glacier and found the extent of the active ice to be considerably smaller than the Randolph Inventory suggests. Such a difference raises the possibility that the inventory may overestimate glacier area in other areas which would influence ice volume estimates as well as future runoff simulation. Therefore, it is suggested that a detailed evaluation of glacier inventory data in the Himalayas is conducted with an emphasis on assessing the delineation of active and stagnant ice.

6 Conclusions.

This study has investigated the relationship between debris cover and glacier and runoff evolution at Khumbu Glacier by modifying a temperature-index model to incorporate fully distributed debris cover. The results of calibrated model simulations indicate that future simulations of glacier evolution are not strongly influenced by explicit incorporation of debris, assuming that the climate sensitivity and debris conditions remain constant during the simulation.

However, since the future evolution of debris is not fully understood, a sensitivity analysis was performed to assess the sensitivity of model outputs to changing debris cover. The large range of volume change estimates between configurations represents the maximum errors possible for debris cover changes, and highlights the insulating influence of debris cover. Moreover, due to the large uncertainties concerning the thickness of debris and the lack of understanding of the impacts of ice cliffs and melt ponds, a variety of debris surfaces with varying degrees of ice-cliff coverage are included, indicating that increased debris defragmentation enhances melt and volume losses.

Finally, simulations of glacier and runoff evolution are performed using two bias-corrected RCMs to simulate the future evolution of the Khumbu Glacier. These simulations indicate that remaining ice volume in 2100 will be between 2.6 % and 40 % of volume in 2010, depending on climate model and scenario, with the loss of much of the lower elevation ice in all scenarios. Discharge is expected to peak from 2040-2055 and reduce compared to 2010 levels by ~8 % by 2100. However, there remain significant uncertainties associated with many elements of the simulations, so the results of these simulations should be treated with caution. Specifically, the limited observations and understanding of precipitation at high elevations in the Himalayas, together with the limitations of GCMs and RCMs to accurately reproduce precipitation, introduce significant
uncertainties. Moreover, the limited understanding of debris-covered surfaces will evolve, including how changes to ice cliffs and supra-glacial ponds will impact ablation, introduce the most significant uncertainties.
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Table 1: Data availability at Khumbu.

<table>
<thead>
<tr>
<th>Data type</th>
<th>Years</th>
<th>Site/Details</th>
<th>Source</th>
<th>Mass balance (m w.e. yr(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Meteorological</td>
<td>1994-2013</td>
<td>Pyramid</td>
<td>Salerno et al., 2015</td>
<td></td>
</tr>
<tr>
<td>Geodetic MB</td>
<td>1999-2010</td>
<td>Khumbu Glacier</td>
<td>Gardelle et al., 2013</td>
<td>-0.51 ± 0.19</td>
</tr>
<tr>
<td></td>
<td>2002-2007</td>
<td>Khumbu Glacier</td>
<td>Bolch et al., 2011</td>
<td>-0.45 ± 0.52</td>
</tr>
<tr>
<td></td>
<td>2000-2008</td>
<td>Khumbu Glacier</td>
<td>Nuimura et al., 2012</td>
<td>-0.76 ± 0.52</td>
</tr>
<tr>
<td></td>
<td>2003-2008</td>
<td>Everest region</td>
<td>Kaab et al., 2012</td>
<td>-0.39 ± 0.11</td>
</tr>
<tr>
<td>Discharge</td>
<td>2012-2014</td>
<td>Pheriche</td>
<td>This study</td>
<td></td>
</tr>
<tr>
<td>Climate – evaluation</td>
<td>1989-2008</td>
<td>Remote-sensing</td>
<td>CORDEX-South Asia</td>
<td></td>
</tr>
<tr>
<td>(ERA-I)</td>
<td>2010-2100</td>
<td></td>
<td>CORDEX-South Asia</td>
<td></td>
</tr>
<tr>
<td>Debris Thickness</td>
<td>2000</td>
<td></td>
<td>Rowan et al., 2015</td>
<td></td>
</tr>
</tbody>
</table>

This study
Table 2: Range of debris-surfaces, with the configuration(s) in which they are implemented.

<table>
<thead>
<tr>
<th>Debris Surface</th>
<th>Config.</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bare Ice</td>
<td>1</td>
<td>DEM</td>
</tr>
<tr>
<td>Thick Debris</td>
<td>2 &amp; 4A</td>
<td>Rowan et al., 2015</td>
</tr>
<tr>
<td>Thick debris + ice cliffs</td>
<td>4B</td>
<td>Rowan et al., 2015 (modified)</td>
</tr>
<tr>
<td>Thick debris + increased ice cliffs</td>
<td>4C</td>
<td>Rowan et al., 2015 (modified)</td>
</tr>
<tr>
<td>Thin Debris</td>
<td>4D</td>
<td>Rounce &amp; McKinney, 2014</td>
</tr>
</tbody>
</table>
Table 3: Metrics describing performance of raw RCM “Sim”, and the bias-correction “BC”, in comparison to observed temperature (TAS) and precipitation (Pr). These metrics are calculated using the independent cross-validation bias correction. Also included are the number of dry days per year and the onset of the melt season, defined as the first period of consecutive warm days (T>0°C) lasting more than five days.

<table>
<thead>
<tr>
<th></th>
<th>Pr (mm)</th>
<th>TAS (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Sim</td>
<td>BC</td>
</tr>
<tr>
<td>RMSE</td>
<td>8.9</td>
<td>0.8</td>
</tr>
<tr>
<td>Absolute Error</td>
<td>9.3</td>
<td>0.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of Dry days per year</td>
<td>165</td>
<td>143</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Start of melt season (day of year)</td>
<td>138</td>
<td>171</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Obs</td>
<td>Sim</td>
</tr>
<tr>
<td></td>
<td>2002-2010</td>
<td>197</td>
</tr>
</tbody>
</table>
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Table 4: Calibrated parameter sets for the model configurations. $dP/dz$ is the precipitation lapse rate; $dT/dz$ is the temperature lapse rate. Since precipitation was corrected outside of the modelling process, accumulation parameters are not included in the calibration process.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Units</th>
<th>Surface &quot;Bare Ice&quot;</th>
<th>Surface &quot;Thick Debris&quot;</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_m$</td>
<td>$10^{-3} \text{ m (°C)}^{-1}$</td>
<td>1.104</td>
<td>2.808</td>
</tr>
<tr>
<td>$r_{icr}$</td>
<td>$10^{-3} \text{ m}^3 (\text{W d °C})^{-1}$</td>
<td>1.752</td>
<td>4.493</td>
</tr>
<tr>
<td>$r_{snow}$</td>
<td>$10^{-5} \text{ m}^3 (\text{W d °C})^{-1}$</td>
<td>1.104</td>
<td>2.808</td>
</tr>
<tr>
<td>$dP/dz$</td>
<td>$10^{-2} % \text{ m}^{-1}$</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$dT/dz$</td>
<td>$10^{-3} \text{ °C m}^{-1}$</td>
<td>-6</td>
<td>-6</td>
</tr>
</tbody>
</table>
Figure 1: Location of the Khumbu Glacier in relation to the Pyramid meteorological station and the Pheriche discharge station. Estimated ice thickness according to Huss & Farinotti (2012) is shown over the Khumbu Glacier together with the radio-echo sounding transects (black lines) of Gades et al. (2000) that was used to constrain thickness estimates.
Figure 2: Δh-retreat parameterisation curves. ‘Khumbu’ is based on geodetically surveyed mass change in Nuimura et al. (2012), whereas curves for large, medium and small glacier are from Huss et al. (2010) based on various size classes of valley glaciers in the European Alps. The difference between the Khumbu and generic curves represents the stagnation and downwasting observed at Khumbu, with thickness changes near the terminus curtailed to prevent rapid terminus recession.
Figure 3: Schematic representation of the separate model configurations used for the calibration. ‘Bare Ice’ and ‘Debris Covered’ must both reproduce the same observed volume change, however, the parameter sets are different due to the presence or absence of the insulating debris layer.
Figure 4: A comparison between the different debris surfaces used in this study. (a) is based on remote sensing and is provided by Rounce and Mckinney (2014). (b) to (d) are based on the modelled debris thickness of Rowan et al. (2015) with (d) showing modelled debris without modification, whereas (b) and (c) have been modified to include varying degrees of ice-cliff/melt-pond features; the proportion of features in (b) is based on current supraglacial ponds, whereas (c) shows enlarged features to mimic increased debris break-up. (e) is a comparison of aforementioned surfaces along 30m swath averaged around the central flowline. Elevation (solid grey line) is included.
With debris off, GERM assumes a bare ice surface. If debris is on, a debris covered surface is implemented reducing the melt.

GERM is calibrated to geodetic mass balance from 1999 - 2010, separately for debris on and for debris off configurations.

Two separately calibrated parameter sets are produced, depending on the presence of debris during the calibration period.

Model configured for future simulations.

4 configurations of parameter groups and debris surfaces

Future simulations outputs

Figure 5: Flow chart showing (1) model inputs; (2) model configurations for the calibration period; (3-4) calibration process; (5-6) model configuration for the future simulations; (7) outputs for each separate configuration.
Figure 6: Corrected temperature (a) and precipitation (b) for RCP 2.6/4.5/8.5, with observed temperature from 1994-2010. RCPs show 10-year moving average, observed shows raw data.
Figure 7: Simulated mass balance during the 1999-2010 calibration period, for the two model configurations. The dashed red line represents the geodetic mass balance from Gardelle et al. (2013), to which the model is calibrated from 1999-2010. Also included are the geodetic mass balance surveys of Bolch et al. (2011) and Nuimura et al. (2012), with the width of the lines representing the duration of study. Coloured boxes represent the uncertainty associated with each survey. Nuimura et al. (2012) lower bound of uncertainty is curtailed.
Figure 8: Evolution of (a) mass balance, (b) annual discharge, and (c) ice volume for different model configurations (see Fig. 5). Configurations: (1) bare-ice parameter set with bare ice surface; (2) bare-ice parameter set with thick debris surface; (3) thick debris parameter set with bare ice surface; (4A) thick debris parameter set with thick debris surface. Climate input for all simulations is bias-corrected RCP 4.5 scenarios from RCA4. Configurations 1 and 4 represent the calibrated model configurations, whereas 2 and 3 represent the addition/subtraction of debris surface to indicate model sensitivity.
Figure 9: Modelled glacier extent in 2010, 2050 and 2100 with distributed mass balance in 2100 for each model configuration. The distinct steps in mass balance below the ice fall occur at the divide between debris-covered and clean ice.
Figure 10: (a) Simulated ice volume and (b) simulated discharge, for differing debris surfaces. Volume loss increases with debris disintegration. The thin debris layer (4D) shows minimal insulation compared to bare ice, configuration 3, which is included for reference. Discharge is much higher where the ice surface is poorly insulated (4D and 3) until around 2070 after which the limited remaining ice volume results in overall lower discharge.
Figure 11: Simulated monthly discharge over the calibration period (1999-2010) for bare ice and thick debris configurations. Observed discharge at Pheriche during 2014 included for assessment of model performance. Columns represent total annual discharge. $E$ refers to the Nash-Sutcliffe model efficiency.
Figure 12: Evolution of (a) glacier volume, and (b) annual discharge, using model configuration 4 (thick debris). Two RCMs of the CORDEX-South Asia domain are used (RCA4 and REMO), with three RCPs from RCA4 (2.6, 4.5, 8.6) and two RCPs from REMO (4.5, 8.5) used to provide a range of scenarios. Thick black line on (b) is the mean linear trend of all simulations, and coloured circles represent peak discharge for respective simulation.