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The topography ofmany floodplains in the developedworld has nowbeen surveyedwith high resolution sensors
such as airborne LiDAR (Light Detection and Ranging), giving accurate Digital Elevation Models (DEMs) that fa-
cilitate accurate flood inundationmodelling. This is not always the case for remote rivers in developing countries.
However, the accuracy of DEMs produced for modelling studies on such rivers should be enhanced in the near
future by the high resolution TanDEM-X WorldDEM.
In a parallel development, increasing use is now being made of flood extents derived from high resolution Syn-
thetic Aperture Radar (SAR) images for calibrating, validating and assimilating observations intoflood inundation
models in order to improve these. This paper discusses an additional use of SAR flood extents, namely to improve
the accuracy of the TanDEM-XDEM in the floodplain covered by the flood extents, thereby permanently improv-
ing this DEM for future flood modelling and other studies.
The method is based on the fact that for larger rivers the water elevation generally changes only slowly along a
reach, so that the boundary of the flood extent (the waterline) can be regarded locally as a quasi-contour. As a
result, heights of adjacent pixels along a small section of waterline can be regarded as samples with a common
populationmean. The height of the central pixel in the section can be replacedwith the average of these heights,
leading to amore accurate estimate.While thiswill result in a reduction in the height errors along awaterline, the
waterline is a linear feature in a two-dimensional space. However, improvements to the DEM heights between
adjacent pairs of waterlines can also be made, because DEM heights enclosed by the higher waterline of a pair
must be at least no higher than the corrected heights along the higher waterline, whereas DEM heights not
enclosed by the lower waterline must in general be no lower than the corrected heights along the lower water-
line. In addition, DEM heights between the higher and lower waterlines can also be assigned smaller errors be-
cause of the reduced errors on the corrected waterline heights.
The method was tested on a section of the TanDEM-X Intermediate DEM (IDEM) covering an 11 km reach of the
Warwickshire Avon, England. Flood extents from four COSMO-SKyMed imageswere available at various stages of
a flood inNovember 2012, and a LiDARDEMwas available for validation. In the area covered by theflood extents,
the original IDEM heights had a mean difference from the corresponding LiDAR heights of 0.5 mwith a standard
deviation of 2.0 m, while the corrected heights had a mean difference of 0.3 m with standard deviation 1.2 m.
These figures show that significant reductions in IDEM height bias and error can be made using the method,
with the corrected error being only 60% of the original. Even if only a single SAR image obtained near the peak
of the flood was used, the corrected error was only 66% of the original. Themethod should also be capable of im-
proving the final TanDEM-X DEM and other DEMs, and may also be of use with data from the SWOT (Surface
Water and Ocean Topography) satellite.

© 2015 The Authors. Published by Elsevier Inc. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).
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1. Introduction

Globally, flooding accounts for a substantial proportion of the fatali-
ties and economic losses caused by natural hazards. Flood inundation
models are commonly used to model river flooding, and are employed
for damage assessment and flood defence design studies, flood relief
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management and improved flood forecasting. A basic requirement of a
flood inundation model is a Digital Terrain Model (DTM) of the river
reach being studied. Many floodplains in the developed world have
now been imaged with high resolution airborne LiDAR or InSAR (Inter-
ferometric Synthetic Aperture Radar), giving accurate DTMs that facili-
tate accurate flood inundation modelling. For example, airborne LiDAR
typically has a height accuracy of about 0.1 m at 1 m spatial resolution
or better, sufficient for accurate flood modelling in urban areas (e.g.
Neal et al., 2011). Such accuracy is generally not available in the case
of remote rivers in developing countries. However, the accuracy of
DTMs produced for modelling studies on such rivers should be en-
hanced in the near future by the availability of the high resolution
TanDEM-X WorldDEM.

Yan, Di Baldassarre, Solomatine, and Schumann (2015) point out
that there was a lack of globally-available DEM data for use as input
data for hydraulic modelling before the launch of the Shuttle Radar To-
pography Mission (SRTM) in 2000. The SRTM DEM covers all land be-
tween 60N and 56S, about 80% of the Earth's land surface. Until
recently the DEM pixel size has been 3 arc sec at the equator (about
90 m globally) and 1 arc sec (about 30 m) in the USA and Australia,
though the latest release data are now 30mglobally. The relative height
error ranges from 4.7 to 9.8 m at the continent scale (Rodríguez, Morris,
& Belz, 2006). The SRTM heights include vegetation canopy heights so
that the DEM is not a ‘bare-earth’ DTM. A number of studies have used
the SRTM DEM for large-scale hydraulic modelling in river and delta
areas (e.g. Sanders, 2007; Schumann et al., 2008; Alfieri et al., 2014;
LeFavour, 2005; Neal, Schumann, & Bates, 2012; Patro, Chatterjee,
Singh, & Raghuwanshi, 2009; Wang, Yang, & Yao, 2012; Yan, Di
Baldassarre, & Solomatine, 2013). These have covered many aspects of
hydraulic modelling, including water level and water surface slope re-
trieval, flood extent simulation and water level and discharge predic-
tion. A further near-global DEM that could be used for flood modelling
is that produced by the Advanced Spaceborne Thermal Emission and
Reflection Radiometer (ASTER). This is a 30 m DEM produced by
stereo-photogrammetry, whose second version (ASTER GDEM2) was
released in 2011. However the vertical resolution of ASTER GDEM2
ranges from 7 to 14 m and the DEM contains anomalies and artefacts,
leading to high elevation errors on local scales and so hampering its
use for flood modelling purposes.

The new TanDEM-X DEM produced by DLR (German Aerospace
Centre) will produce pole-to-pole coverage with unprecedented accu-
racy, and should eventually replace the SRTM DEM for large-scale hy-
draulic modelling. It will have a spatial resolution of 0.4 arc sec at the
equator (10–12 m globally), and a relative height accuracy of less than
2 m on slopes less than 20% and 4 m on slopes greater than 40%
(Eineder, Fritz, Jaber, Rossi, & Breit, 2012; Krieger et al., 2006). The
global DEM is expected to be completed by the end of 2015 (Zink,
2012). Scientific assessment of the DEM is presently at an experimen-
tal stage, though there are already assessments of the Intermediate
DEM (IDEM), the intermediate product of TanDEM-X based on only
one coverage of the globe. Results show that, for the flat and sparsely
vegetated terrain found in many floodplains, the IDEM accuracy
achieved is better than the design specification (Gruber et al., 2012).
As with SRTM, TanDEM-X measures heights to top of canopy, so is a
Digital Surface Model (DSM) from which vegetation heights must be
removed to create a DTM. First observations seem to indicate that
the TanDEM-X DEM might allow for the first time more detailed
local flood studies at the global scale (Yan et al., 2015). With the ad-
vent of very high resolution global flood modelling for risk manage-
ment and forecasting, it is likely to be of great use in helping to
improve predictions and decision making (e.g. Pappenberger, Dutra,
Wetterhall, & Cloke, 2012; Bierkens et al., 2015; Beven, Cloke,
Pappenberger, Lamb, & Hunter, 2015).

Fig. 1a shows the topography of a floodplain region in the UK
mapped using airborne LiDAR at 2.5 m resolution. In contrast, Fig. 1b
shows the SRTM tiles covering the same area at 90 m resolution, the
resolution that has been used by large-scale flood modelling studies
using SRTM data to date. Fig. 1c shows the TanDEM-X IDEM tiles for
the area, showing the great increase in resolution and accuracy provid-
ed by the TanDEM-X global DEM at 12.5 m resolution.

A further important data resource used in flood modelling is the ex-
tent of theflood and its variation over time. High resolution satellite SAR
sensors are commonly used to acquire flood extents because they allow
images to be taken from space over a wide area, can see through clouds,
and can acquire images at night-time aswell as during the day. Increas-
ing use is now being made of SAR-derived flood extents for calibrating,
validating and assimilating observations into flood inundation models
in order to improve these (Mason, Garcia-Pintado, & Dance, 2014).
Flood extents become more useful if they are intersected with the
DTM of the floodplain (e.g. Raclot, 2006; Schumann, Neal, Mason, &
Bates, 2011; Matgen et al., 2011; Garcia-Pintado, Neal, Mason, Dance,
& Bates, 2013). Water level observations (WLOs) at the flood boundary
can then be estimated at various points along a river reach, and these
can be assimilated into a flood inundation model to keep the model
‘on track’ and improve the flood forecast. The floodplain DTM could be
derived from the TanDEM-X DEM.

This paper discusses an additional use of SAR flood extents, namely
to improve the height accuracy of the TanDEM-X DEM in the floodplain
covered by the flood extents. Thiswould permanently improve theDEM
for future floodmodelling and other studies of an area. A more accurate
DEMwould result in more accurate modelling and more accurate mea-
surement of WLOs. Though in some cases (e.g. the use of a sub-grid
model (e.g. Neal et al., 2012)), the TanDEM-X DEM might be spatially
averaged to produce a DEM of lower resolution and higher accuracy,
in others (e.g. modelling of urban flooding) the full resolution of the
TanDEM-X DEM might be required. If it is required to extract WLOs
from the SAR flood extents, these would be most accurate using the
highest resolution of the TanDEM-X DEM.

The objective of the paper is to investigate the increase in height ac-
curacy in the TanDEM-X IDEM that can be achieved in the floodplain
area covered by the SAR flood extents using these extents.
2. Study area and data set

The method was tested on a section of the TanDEM-X IDEM cover-
ing an 11 km reach of the Warwickshire Avon, England (Fig. 2a). The
TanDEM-X data used to construct the IDEM in this area were acquired
when the river was in bank (based on readings from a local gauge), so
that the floodplain was not flooded in the IDEM. Fig. 2b shows the
height error map (1 standard deviation) associated with this section
of IDEM, the errors being derived from interferometric coherence
and geometrical considerations (DLR, 2011). No error reduction due
to combination of different coverages is present for the IDEM. The
error is considered to be a random error, but DLR (2011) cautions
that there will be phase unwrapping errors that will only be resolved
in the final DEM. The average slope of the river over this length was
approximately 1 × 10−4. Fig. 3 shows a land cover map of the area,
which is largely rural with the town of Pershore just to the north of
centre.

The test was based on an approximately 1-in-10-year flood event
that occurred on the river in November 2012. Satellite SAR observa-
tions of the event were acquired by the COSMO-SKyMed (CSK) con-
stellation (Garcia-Pintado et al., 2015). The 4-satellite polar orbiting
C-band constellation was tasked by the authors. A sequence of 4
Stripmap images giving good synoptic views of the flooding was ac-
quired on a daily basis covering the period 27–30 November 2012
(Fig. 4). The first image in the sequence was acquired just after the
flood peak, and the subsequent images show the flood gradually re-
ceding. All CSK images were HH polarization, providing good discrim-
ination between flooded and non-flooded regions. Details of the
overpasses are given in Table 1.
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3. Method

3.1. Overview

The method used to increase the accuracy of the IDEM is based on
the fact that for larger rivers the water elevation changes only slowly
along a reach, so that the boundary of the flood extent (the waterline)
can be regarded locally as a quasi-contour. As a result, heights of adja-
cent pixels along a small section of waterline can be regarded as a sam-
ple of heights with a common population mean. The height of the
central pixel in the section can be replaced with the average of these
heights, leading to a more accurate height estimate because a substan-
tial portion of the IDEM height error is a random component.

While this will result in a reduction in the height errors along a wa-
terline, the waterline is a linear feature in a two-dimensional space.
However, improvements to the DEM heights between adjacent pairs
of waterlines can also be made, because DEM heights enclosed by the
higher waterline of a pair must be at least no higher than the corrected
heights along the higher waterline (otherwise they would emerge from
the flood extent), whereas DEM heights not enclosed by the lower wa-
terline must be no lower (except in certain circumstances) than the
corrected heights along the lower waterline. In addition, DEM heights
between the higher and lower waterlines can also be assigned smaller
errors because of the reduced errors on the corrected waterline heights.
Note that no averaging of height values is performed in correcting
heights between waterlines (so that no spatial resolution is lost),
whereas the averaging of heights along waterlines is justified because
the latter are locally isolines. The result is not the same as smoothing
the height map using a square smoothing kernel in two dimensions,
which would reduce spatial resolution.

The method consisted of five stages, as shown in Fig. 5:

(a) Pre-processing,
(b) Flood extent extraction,
(c) Candidate waterline pixel selection in rural areas,
(d) Correction of candidate waterline pixel heights,
(e) Adjustment of the IDEM between adjacent higher and lower

waterlines.

3.2. Pre-processing

The 12.5 m resolution IDEM and its height error map were re-
sampled to the 2.5 m resolution of the CSK images using nearest neigh-
bour interpolation, so that blocks of 5 × 5 pixels in each downscaled
map contained the same values (see Section 3.5).

The SAR images were processed to level 1C-GEC, which meant that
they were geo-corrected to approximately100 m. It was necessary to
register the images to British National Grid coordinates using ground
control points and a digital map, when a registration accuracy of better
than 2 pixels (of size 2.5 m) was obtained. The height error at a water-
line pixel due to mis-registration should be small compared to the ran-
dom error on an IDEM pixel height.

3.3. Flood extent extraction

It was important to minimize inaccuracies in the SAR flood extents
extracted, as thesemight give rise to inaccuracies in the corrected IDEM.

In the absence of significant surface water turbulence due to wind,
rain or currents, flood water generally appears dark in a SAR image be-
cause the water acts as a specular reflector, scattering radiation away
from the satellite. This provides the basis of the flood detection ap-
proach. Detection of the flood extent in each image was performed
Fig. 1. (a) LiDARDEM of a sub-area of Fig. 2 (2.5m pixels, 1 × 1 km), (b) SRTMDEM (90m
pixels), (c) TanDEM-X IDEM) (12.5 m pixels, © DLR 2007).



Fig. 2. (a) TanDEM-X IDEM of the flooded reach and, (b) IDEM height error map (1 standard deviation) of the flooded reach (lowest part not supplied) (© DLR 2014).
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using the segmentation technique described inMason, Davenport, Neal,
Schumann, and Bates (2012a), which groups the very large numbers of
pixels in the scene into homogeneous regions, and can cope with both
rural and urban flood detection. As there was no flooding of urban
areas in theflood event studied, only the ruralflood detection algorithm
was used. The scale parameters for the segmentation were the same as
those used inMason et al. (2012a), and also for segmentation of a num-
ber of SAR images of other floods around the world, from several differ-
ent high resolution SAR sensors. A critical step is the automatic
determination of a threshold on the region mean SAR backscatter,
such that regions havingmean backscatter below the threshold are clas-
sified as flooded, and others as un-flooded. The threshold determined
was checked manually and corrected if necessary.

The initial rural flood classification was improved by refining it in a
number of ways. For example, emergent vegetation adjacent to the
flood such as hedgerowsmay produce a high rather than low SAR back-
scatter even though they are flooded. This is due to double scattering,
whereby radar rays transmitted from the sensor to the water are
reflected first to the hedgerow then back to the sensor (or vice versa).
Accordingly, regions of high backscatter that were long, thin, fairly
straight and adjacent to flood regions were automatically reclassified
as flooded. It was verified that no urban areas (which might also have
had high backscatter) were misclassified as flooded in this step. The
backscatter thresholdwas also raised to include in theflood category re-
gions of flooding adjacent to the flood class that had slightly higher
mean backscatter than the original threshold (e.g., due to wind ruffling
thewater surface inmore exposed parts of the floodplain). Note that no
DTM information was used in the segmentation process.

Using contemporaneous aerial photographs, the algorithm has been
shown to produce accurate flood inundation maps in rural areas, with
about 90% of flooded pixels being classified correctly and only a few
per cent of false positives (Mason et al., 2012a). This is similar to the
accuracies achieved by other researchers (e.g. Martinis, Twele, & Voigt,
2011).

Fig. 4 shows the flood extents detected in the images overlain on the
SAR data in the IDEM sub-domain.While theflood extents appear large-
ly correct, the fact that they are not perfect can be seen from the flooded
fields misclassified as un-flooded in the north-east of the images near
the river.

3.4. Candidate waterline pixel selection in rural areas

Candidate waterline pixels were selected from the flood extent in
rural areas. As previously noted, sections of waterline in the interior of
the flood extent caused by regions of emergent vegetation (e.g. hedges)
may have erroneously low water levels associated with them. While
most of these will have been removed at the segmentation stage, resid-
ual sections may still exist and must be removed prior to further pro-
cessing. This was facilitated by performing a dilation and erosion
operation on the binary flood extent, as described in (Mason,
Schumann, Neal, Garcia-Pintado, & Bates, 2012b), whereby the extent
was first dilated by 10 m, then eroded by the same amount. Waterline
pixels were detected by applying a Sobel edge detector (Castleman,
1996) to the modified flood extent, and retaining only the external
edge pixels. It was required that an edge pixel was present at the
same location before and after dilation and erosion, in order to select
for true waterline segments on straighter sections of exterior bound-
aries in the flood extent.

To cope with the fact that in some regions there were systematic as
well as random errors in the IDEM, false positives were also suppressed
by several further methods. Firstly, a slope map was derived from the
DEMandwaterline points were only selected in regions of low ormedi-
um DEM slope. A waterline point may be heighted more accurately if it
lies on a low slope rather than a high slope because a given error in its



Fig. 3. Land cover map for the IDEM domain.
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position will cause only a small error in height. The slope threshold was
set quite high (0.6) because there was substantial noise in the IDEM
slope values due to the large random error in the IDEM heights (see
below).

Secondly, allowance was made for the fact that the IDEM is a DSM
rather than a ‘bare-earth’ DTM. Ideally the IDEM should be processed
to remove the heights of surface objects to leave a DTM that can be
used in the subsequent processing. This step was approximated in this
case by using the land cover map to select only candidate waterline
pixels in regions of short vegetation, namely grassland and arable clas-
ses (Fig. 3). Thismapwas a sub-section of the CEH Land CoverMap, con-
structed from high resolution multispectral satellite data (Morton et al.,
2011). The original map containing 25m pixels was downscaled to pro-
duce 2.5mpixels to correspond to the CSK pixel size. Themajority of the
floodplain in the study area was comprised of grassland or arable clas-
ses. Note that the flood extent was measured to the position at which
the short vegetation just emerged from the floodwater, so that if the
vegetation height varied along the waterline, the assumption that the
waterline heights were locally the same might have been violated
(Horritt, Mason, Cobby, Davenport, & Bates, 2003). To overcome this
problem, a method that used double scattering to correct rural water-
line positions and levels due to the presence of emergent vegetation at
the flood edge was employed in (Mason et al., 2012b). However, this
was felt to be too elaborate for the current study given the likely short
vegetation heights, and it was assumed that any height error due to
the failure to remove short vegetation heightswould be small compared
to the IDEM random height error.

Finally, candidate water line pixels were required to lie within a cer-
tain height range centred on themeanwater height in the area. In order
to find the allowed waterline level range in the area, a histogram was
constructed of the waterline levels, and the position of the mean was
found. A normal distribution N(μ, σ2) was fitted around the mean μ,
and candidate waterline points with levels more than 2.5σ away from
μ were suppressed.
3.5. Correction of candidate waterline pixel heights

For each candidate waterline pixel, a sample of adjacent heights was
selected from an n × n-pixel window in the 12.5 m IDEM space centred
on the candidate. However, the processing at this stage was in the 2.5m
CSK image space, so only one pixel height in each 12.5m IDEMpixelwas
selected to avoid introducing spurious height correlations. The use of
nearest neighbour interpolation in the pre-processing stage
(Section 3.2) ensured that, within each 12.5 m IDEM pixel, all 2.5 m
CSK image space pixels had the height of the IDEM pixel. Provided suf-
ficient adjacent heights were detected, their mean and standard devia-
tion were estimated. If the standard deviation was less than that of the
central pixel in the IDEM height error map, the central pixel's height
was corrected to be the mean of the adjacent heights, and its IDEM
height error map entry was updated. This seemed a reasonable ap-
proach given that the corrected mean height and height standard devi-
ation estimates should be robust because they have been constructed
from a set of samples. If a corresponding LiDAR height existed at this lo-
cation, this was noted for validation purposes. It would be interesting to
compare the results of this approach with those of a more complicated
data-driven smoothing algorithm capable of choosing an optimal win-
dow size (e.g. Kervrann, 2004).



Fig. 4. Flood extents (blue) for the event of November 2012 overlain on SAR imagery of the flooded 11 km reach (© CSK).
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Table 1
Details of COSMO-SkyMed overpasses.

Time (UTC) Pass Incidence angle

27/11/12 19:20 Descending 49°
28/11/12 18:01 Descending 51°
29/11/12 18:20 Descending 32°
30/11/12 19:32 Descending 53°
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A value for n of 11 in the 12.5 m IDEM space was chosen by experi-
ment. This ensured that adjacent heights were sufficiently local that
they were likely to form an isoline section, but also that close to the
maximum possible number of candidate pixel heights were corrected.
Values of n less than 11 tended to produced higher height standard de-
viations and correct fewer pixels (because a minimum of 4 adjacent
heights was required), whereas values greater than 11 produced little
reduction in standard deviation compared to that for n=11. The latter
is likely to be because the waterline is only a quasi-contour because
there is a fall in water elevation moving downstream along the river,
and this fall may not be linear over a long distance. The average number
of adjacent heights employed was 11.

3.6. Adjustment of the IDEM between adjacent higher and lower waterlines

Each pair of adjacent waterlines in the time sequence was examined
to update the section of IDEM between the current pair of waterlines if
possible. No averaging of height was performed in correcting heights
between waterlines, so that spatial resolution was maintained. The
updating process was based on the heights and height errors associated
with the candidate waterline pixels on the waterline pair. All IDEM
pixels between the waterlines in the grassland or arable classes were
first modified using the higher waterline of the pair wherever possible.
If an IDEM pixel (of height hi and error σi) had a height that exceeded
that of the nearest candidate waterline pixel on the higher waterline,
the IDEMpixel height (hi′) and error (σi′)were set to those of thewater-
line pixel (hw, σw).

hi0 ¼ hw ð1Þ

σ i0 ¼ σw: ð2Þ

A distance-with-attribute transform was used to find the nearest
candidate waterline pixel and its height. The distance-with-attribute
transform is a form of distance transform that stores for each pixel in
the transform image its distance to the nearest waterline point, and
also the attribute (height) at that pixel (Mason, Scott, & Wang, 2006).
The transform considered candidate waterline pixels from both banks
of the river in selecting the nearest waterline pixel. If the IDEM pixel
height (hi) was less than that of the nearest waterline pixel, its height
was not modified, but its height error could be reduced to σi′ if the
upper bound (2 standard deviation level) of the IDEM pixel height
was greater than that of the waterline pixel height i.e. if

hi þ 2σ iNhw þ 2σw ð3Þ

using

σ i0 ¼ j hw þ 2σw−hi j=2 ð4Þ

where σi′ is obtained by equating the two sides of Eq. (3). In either case,
the nearest candidate waterline pixel was required to lie within 250 m
of the IDEM pixel for updating to occur. Again, corresponding LiDAR
heights were noted for validation purposes.

The IDEM pixels between the waterlines were then modified if pos-
sible using the lower waterline of the pair, using similar rules to the
above (though see below), in conjunction with the candidate waterline
pixel heights and errors of the lower waterline. If an IDEM pixel in the
grassland or arable classes had a height that was lower than that of
the nearest candidate waterline pixel on the lower waterline, the
IDEM pixel height (hi′) and error (σi′) were set to those of thewaterline
pixel (hw, σw). If not, its height was not modified, but its height error
could be reduced to σi′ if

hi−2σ ibhw−2σw ð5Þ
using

σ i0 ¼ j hw−2σw−hi j=2 ð6Þ

where σi′ is obtained by equating the two sides of Eq. (5).
However, a complication arises because the situation for IDEMpixels

below the lower waterline is not the same as that for pixels above the
higher waterline. In the latter case, pixels must be at least no higher
than the corrected heights along the higher waterline, otherwise they
would emerge from the flood extent. The method for the lower water-
line assumes that there is a monotonic increase in height between the
lower and higher waterlines. Another possible scenario is that, moving
away from the lower waterline, there is initially a rise in height that is
followed by a fall to below the lower waterline, before the IDEM rises
again to the height of the higher waterline. An extreme example
might be if the lower waterline was obtained when the river was in
bank, and a river embankment was protecting lower ground on the
floodplain. In this case, no candidate waterline pixels would be selected
from the lower waterline because they would lie on too high a slope.
However, a less extreme rise followed by a fall is certainly possible. To
cope with this, if an IDEM pixel height was below the level of the
lower waterline, its neighbours were examined to see if they were sig-
nificantly lower than this level also, and the IDEM pixel height was
only raised to the lower waterline level if they were not. The average
height and standard deviation of the 8 neighbours of the IDEM pixel
were calculated, and this height and standard deviationwere compared
to the height and standard deviation of the local lower waterline using
Welch's t-test (i.e. assuming unequal variances) to test whether the av-
erage height of the neighbours was significantly lower than that of the
local waterline.

An important requirement of themethodwas that locally the higher
waterline of the pair should never be lower than the lower waterline,
and to this end lower waterline candidate pixels higher than nearby
higher waterline candidate pixels were suppressed in a pre-processing
step.

In addition, any IDEM pixels enclosed within the lowest waterline
boundary were assessed for possible modification so that locally they
did not exceed this waterline height. On the other hand, no attempt
was made to modify IDEM pixels outside the boundary of the highest
waterline that were lower than the highestwaterline. This was because,
for example, an embankment might have been present at the edge of
the highest flood extent, so that, even if lower areas of floodplain were
present beyond the embankment, thesewould not be covered bywater.

In the above method, pixel heights between the waterlines were
only modified if they lay above the higher or below the lower waterline
of a pair. One consequence of this was that the upper and lower height
errors associated with a height could be different. An alternative meth-
od that was also studied involvedmodifying the height to lie at the cen-
tre of its associated error range, so that the upper and lower height
errors once again became the same.

4. Results

On average about 45% of thewaterline pixels in eachflood extent be-
came candidate pixels able to satisfy the selection criteria of having a
low/medium slope, not being a height outlier, and coinciding with
short vegetation.



Fig. 5. Steps in the processing chain.
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Original and corrected IDEM candidate waterline pixel heights were
compared to corresponding airborne LiDARheights (Table 2). Themean
waterline height fell by about 0.5 m between successive waterlines as
the flood receded. Averaged over the four waterlines considered, it
was found that the difference between the original IDEM candidate
pixel heights and the corresponding LiDAR heights had a standard devi-
ation of 1.25 m and a bias (i.e. a difference from zero) of 0.38 m, while
for the corrected heights the difference had a standard deviation of



Table 2
Comparison of original and corrected IDEM waterline heights to LiDAR validation heights.

Image
date

Mean
waterline
height (m)

No. of
pixels
validated

Mean difference of original
height from LiDAR height
(m)

Standard deviation of difference of
original height from LiDAR height
(m)

Mean difference of corrected
height from LiDAR height
(m)

Standard deviation of difference of
corrected height from LiDAR height
(m)

20121127 15.27 3934 0.38 1.17 0.36 0.73
20121128 14.76 3567 0.43 1.32 0.43 0.82
20121129 14.16 3255 0.39 1.20 0.37 0.69
20121130 13.58 1742 0.30 1.29 0.33 0.71
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only 0.74 m and a similar bias. The corrected heights therefore have a
standard deviation only 59% that of the original heights.

A floodplain area of 4.3 km2was covered by thewaterlines along the
11 km reach. Considering the IDEMpixels between thewaterlines in the
grassland or arable classes that were modified, 33% of IDEM heights
were above the higher waterline, and 30% below the lower waterline
of an adjacent pair (Table 3). About 450,000 LiDAR heights were avail-
able in this area to validate the corresponding IDEM heights. When
compared to LiDAR, the original heights that were above the higher wa-
terline had a mean difference from the corresponding LiDAR heights of
1.60 mwith standard deviation 2.10 m, while after correction themean
difference was 0.19 m with standard deviation 0.86 m. The corrected
heights below the lower waterline were similarly improved, with the
original heights having a mean difference from the LiDAR of −0.58 m
with standard deviation 1.00m, and the corrected having amean differ-
ence of 0.28 mwith standard deviation 0.61m. About 8% of pixels were
not modified below the lower waterline because their neighbours were
significantly lower than the lower waterline. Considering the 63% of
pixels whose heights were modified in this way, the original heights
had amean difference from the LiDARof 0.61mwith standard deviation
2.05 m, while after correction the mean difference was 0.26 m with
standard deviation 0.74 m. The height errors of a further 23% of IDEM
heights between the higher and lower waterlines were also reduced,
because of the reduced errors on the corrected waterline heights. The
mean error of the original heights was 1.13 m, whereas the mean
error of the corrected heights was 0.79 m (Table 4).

The overall improvement in accuracy of all the IDEMheights covered
by the flood extents in the grassland or arable classes was also calculat-
ed. The original IDEM heights had a mean difference from the corre-
sponding LiDAR heights of 0.48 m with a standard deviation of 1.97 m.
The corrected IDEM heights had a mean difference from the LiDAR of
0.25 m with standard deviation 1.19 m. These figures show that signif-
icant reductions in IDEM height bias and error can be made using the
local corrections involved in the method, with the corrected error
being only 60% of the original. A caveat here is that the SAR waterline
heights used to correct the IDEM are measured to the top of vegetation
(see Section 3.4) while the LiDAR may be measuring heights closer to
the ground surface. However, large areas of the floodplain in the study
area are covered with short grass used for grazing, and the fact that
this is present rather than there being a ‘bare-earth’ DTM should have
little effect on this result.

Fig. 6a shows the original IDEM of the red square in Fig. 2a, and
Fig. 6b shows the corrected IDEM for this area. In the area covered by
Table 3
Correction of modified IDEM pixel heights and errors between the waterlines.

Class Percentage
(%)

Mean difference of
original
IDEM heights and
LiDAR
heights (m)

Stand
differe
origin
heigh
(m)

Pixel heights modified above an upper
waterline

33 1.60 2.10

Pixel heights modified below a lower
waterline

30 −0.58 1.00

Total pixel heights modified 63 0.61 2.05
the waterlines, the corrected IDEM is smoother than the original. Its
blocky nature in the corrected areas is due to the form of modification
employed in the correction, with heights being rounded down/up to a
higher/lower waterline. At the same time, the standard deviation and
bias of the corrected heights are significantly reduced compared to
their original counterparts. This is because the tails of the distribution
of the differences of the corrected IDEM heights from the LiDAR heights
have been truncated in the rounding process. Fig. 6c shows the original
height error map. The method may produce asymmetric corrected
height errors, and Fig. 6d shows the upper height error map (i.e. the
error above the height estimate at a pixel), and Fig. 6e the lower height
error map. The corrected errors in the area covered by the waterlines
are generally substantially lower than the original errors.

The results for the alternativemethod of height correction inwhich a
corrected IDEM height was modified to lie at the centre of its associated
error range, so that its upper and lower height errors were symmetric,
are given in Table 5. For the 63% of pixels between the waterlines in
the grassland/arable class whose heights weremodified, the symmetric
error method gave height differences from the LiDAR of mean 0.25 m
and standard deviation 1.05 m, while the corresponding figures for
the asymmetric error method were 0.26 m and 0.74 m. For the 23% of
pixels between the waterlines whose heights were notmodified but re-
duced in error, themean and standard deviation for the symmetric error
methodwere 0.05 m and 1.31 m, while those for the asymmetric meth-
od were 0.17 m and 0.95 m. Therefore the asymmetric error method
produces a reduced error compared to the symmetric error method,
though this advantage is tempered by the fact that themethod gives dif-
ferent upper and lower height errors.

A difficulty in the implementation of the method is the need to ac-
quire a sequence of SAR images over the period of the flood. The 4 im-
ages used here are part of a larger sequence of 7 scenes imaging the
flood over the wider Severn-Avon river network. While this is possibly
the best example of the sequential monitoring of flood extent by high
resolution SAR currently available, its acquisition involved considerable
effort. Therefore the effect of reducing the number of images used to
correct the IDEM was also studied. Instead of there being 4 SAR images
each separated by 1 day, it was assumed that only 2 SAR images were
available, on 27/11/2012 and 30/11/2012, so that the separation was
3 days and the mean waterline height difference between the 2 flood
extentswas 1.69m (Table 2). This time separation is similar to the revis-
it interval specified for the 2-satellite Sentinel-1 constellation at the
equator (in interferometric wide-swath mode assuming that ascending
and descending passes and overlaps are used). Table 6 shows that, if
ard deviation of
nce of
al heights and LiDAR
ts

Mean difference of
corrected
IDEM heights and LiDAR
heights (m)

Standard deviation of
difference of
corrected heights and LiDAR
heights (m)

0.19 0.86

0.28 0.61

0.26 0.74



Table 4
Errors for IDEM pixel heights between the waterlines not modified but reduced in error.

Class Percentage (%) Mean standard deviation of original heights (m) Mean standard deviation of corrected heights (m)

Pixel heights not modified but reduced in error 23 1.13 0.79

Fig. 6. (a) Original IDEM of the red square in Fig. 2a (© DLR 2014), (b) IDEM corrected using sequence of four SAR images (the blue line is the highest SAR waterline, demarcating the
corrected area), (c) original height error map, (d) corrected upper error map, and (e) corrected lower error map.
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Table 5
Comparison of results using asymmetric and symmetric errors.

Class Percentage
(%)

Mean difference
of
original IDEM
heights from
LiDAR
heights (m)

Standard
deviation of
difference of
original
heights from
LiDAR
heights (m)

Asymmetric errors Symmetric errors

Mean difference
of
corrected IDEM
heights from
LiDAR
heights (m)

Standard deviation
of
difference of
corrected
heights from LiDAR
heights (m)

Mean difference
of
corrected IDEM
heights from
LiDAR
heights (m)

Standard deviation
of
difference of
corrected
heights from LiDAR
heights (m)

Pixel heights modified 63 0.61 2.05 0.26 0.74 0.25 1.05
Pixel heights not modified but reduced
in error

23 0.17 0.98 0.17 0.98 0.05 1.31

25D.C. Mason et al. / Remote Sensing of Environment 173 (2016) 15–28
IDEM heights both above the higher and below the lower waterline are
modified, the standard deviation of the difference between the
corrected IDEM heights and the corresponding LiDAR heights was 65%
that of the original IDEM heights. While this represents a reduction in
accuracy compared to the 60% achieved using 4 SAR images, it shows
that a significant increase in IDEM height accuracy can still be achieved
using 2 SAR images. Table 6 also shows, for the case of 2 images, the ef-
fect of not correcting heights lying below the lower waterline, and indi-
cates that the result was improved if the correction was applied.

Simplest of all to acquire would be a single SAR image obtained near
the peak of the flood. In this case IDEM heights within the flood extent
could only be corrected above the waterline. A surprising result was
how much correction could be achieved using only the single SAR
image of 27/11/2012. Table 6 shows that, for this case, the standard de-
viation of the difference between the corrected IDEM heights and the
corresponding LiDAR heights was 66% that of the original IDEM heights.
This is only slightly worse than for the 2-image case, though the latter is
able to modify heights below the lower waterline for IDEM pixels lying
between the higher and lower waterlines, and also should be able to
modify more accurately IDEM heights above the lower waterline and
contained within it. It appears that using two images rather than one
has in this case introducedmore errors that have tended to offset the in-
creased accuracy that should be obtainable. Fig. 7 shows, for the red
square of Fig. 2a, the corrected IDEMusing the single SAR image, togeth-
er with the upper and lower height error maps, and compares these to
the original IDEM height and error maps. Note that only the corrected
upper height errors are reduced in the area covered by the flood extent
(Fig. 7d); the corrected lower height errors (Fig. 7e) are not reduced be-
cause no modification can be applied to heights below the waterline in
this case.

5. Discussion and conclusions

It is important to point out that the method is likely to work best on
the relatively smooth topography found inmany lowland river systems.
Errors can arise in the height corrections for a number of reasons, in-
cluding errors in the flood extents, in the candidate waterline pixel
heights, and in the adjustment of IDEM heights and errors between ad-
jacentwaterlines. For example, in rough terrainwith slopes greater than
the slope threshold (0.6 (31°)), no candidate waterline pixels on low
slopes would be found, and no corrections to the IDEM would be
made. Again, in terrain with more undulating slopes of less than 31°,
Table 6
Comparison of results using different combinations of SAR images.

Number
of SAR
images

Dates in
11/2012

Correction of
heights below
lower
waterline?

Mean difference of
original IDEM heights
from LiDAR heights
(m)

Standard deviation
difference of origin
heights from LiDAR
heights (m)

4 27, 28, 29, 30 Yes 0.48 1.97
2 27, 30 Yes 0.46 1.95
2 27, 30 No 0.46 1.95
1 27 Not applicable 0.45 1.93
the dilation/erosion operation carried out on the binary flood extent in
stage (c) would incorrectly filter out small ridges rising above the
local terrain and less than 20 m wide, and the heights of these would
be incorrectly modified to the adjacent waterline height. Future work
should aim in particular at developing an improvedmethod of delineat-
ing the flood extent in the SAR image. Nevertheless, despite these limi-
tations, the results show that, in the type of terrain encountered in the
test area, the method is capable of making significant reductions in
height bias and error in the Intermediate TanDEM-X IDEM in the area
covered by the SAR flood extents. For the sequence of 4 SAR images,
the corrected IDEM height error was only 60% that of the original.
Even if the method employed only a single SAR image, the corrected
IDEM height error was still only 66% of the original.

Themethod should also be able to improve the final TanDEM-XDEM
when this becomes available. The height accuracy in the final DEM will
undoubtedly be an improvement over that of the IDEM, in both low
slope floodplain areas and on higher slopes, because the IDEM does
not have the advantages of dual- (ormulti-baseline) techniques ormul-
tiple incidence angles. A consequence of this in mountainous areas is
that phase unwrapping errorsmay be present. These should be reduced
in the final TanDEM-X DEM (DLR, 2011; Gruber et al., 2012).

A further interesting question is how the results change when the
spatial resolution of the IDEM is coarsened. Over large floodplains, a
modeller might want to reduce the resolution of the DTM to reduce
height noise and enable faster modelling. To answer this, ideally the
method should be tested on the final 0.4 arc sec (≈12 m) TanDEM-X
DEM, and the final 1 arc sec (≈30 m) TanDEM-X DEM, together with
their associated error maps, and the results compared. These are not
yet available, and simply performing an averaging of the IDEMand com-
bining adjacent errors in the IDEM height error map would not give
values representative of the final 30 m DEM. Some qualitative insight
into what might happen has been obtained by averaging the IDEM
and combining adjacent errors in the IDEM height error map using a
3 × 3-pixelwindow. Itwas found that the standard deviations of the dif-
ferences of the averaged original heights from the corresponding LiDAR
heights reduced from those given in Table 2 as expected, due to the
smoothing. Smoothing also caused a small increase in the means of
the differences of the averaged original heights from the LiDAR heights
compared to those of Table 2. However, the standard deviations of the
differences of the corrected heights from the LiDAR heightswere still re-
duced compared to those for the original heights, though not by as
much as in Table 2, so that the method is still likely to produce an
of
al

Mean difference of
corrected IDEM heights
from LiDAR heights
(m)

Standard deviation of
difference of corrected
heights from LiDAR
heights (m)

Percentage of corrected
standard deviation to
original standard deviation
(%)

0.25 1.19 60
0.16 1.26 65
0.03 1.34 73
0.01 1.27 66



Fig. 7. (a) Original IDEMof the red square in Fig. 2a (© DLR 2014), (b) IDEM corrected using single SAR image of 27/11/2012 (the blue line is the SARwaterline, demarcating the corrected
area), (c) original height error map, (d) corrected upper error map, and (e) corrected lower error map.
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improvement in the DEM. Further work should examine the effect on
the method of coarsening the DEM resolution using the final DEMs in
a more rigorous fashion.

Obviously a variety of algorithms could be used to estimate the
heights of IDEM pixels between thewaterlines, not just the asymmetric
and symmetric errormethods investigated above. The asymmetric error
method involved the rounding of heights between waterlines up or
down to the relevant waterline to maintain spatial resolution, though
methods involving smoothing followed if necessary by rounding could
also be considered.

A caveat regarding the method is its effect on dykes adjacent to the
river, which the water elevation in the river must exceed in order for
water to spill onto the floodplain. A dykemight be too narrow to be vis-
ible in the IDEM given its 12.5 m pixel size, even though it might be
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visible in the SAR image. However, if the dyke width was substantial
compared to the IDEM pixel, the dyke could be inadvertently removed
from the flood extent in the dilation/erosion operation carried out in
stage (c). If themean dyke height exceeded that of the lowest waterline
(which might occur on a receding flood), some dyke heights could be
incorrectly rounded down to the waterline height. To prevent this oc-
curring, the river width could bemasked out when performing the cor-
rection procedure. A global-scale width database for large rivers is
currently being developed (Yamazaki et al., 2014).

Although the method presented here has been aimed at improving
the TanDEM-X DEM in a river floodplain, it could also be used to im-
prove the DEM in an inter-tidal zone, using a sequence of high resolu-
tion SAR images obtained at varying states of the tide between the
high and low water marks (e.g. Mason et al., 1999; Thornhill, Mason,
Dance, Lawless, & Nichols, 2012).

It could be applied to a variety of DEMs used for flood inundation
modelling other than the TanDEM-X DEM, employing flood extents
from higher resolution images at both microwave and optical wave-
lengths from a variety of satellite and aerial platforms (e.g. SRTM DEM
data could be corrected using Sentinel-1 SAR flood extents).

The method should also have relevance for the SWOT (Surface
Water and Ocean Topography) satellite to be launched in 2020 (JPL,
2015a; JPL, 2015b). SWOT will provide global coverage of floods every
11 days, with many locations sampled several times during this period.
During its projected 3.5-year lifetime, it will generate an enormous
amount of data on global flooding. It will generate a global water
mask at each pass with a pixel size between 10 × 60 m and 10 × 10 m
depending on position in swath, and this will contain rivers of width
greater than 50 m. This mask image could be used to improve the
TanDEM-X DEM (or at least its lower-resolution versions) in the same
way as any other high resolution SAR image. Also, a goal of the mission
is to produce a global DEM of all land elevations constructed frommany
SWOT orbits. The height accuracy of this DEM cannot yet be specified,
though ideally it will be better than 1 m. A further requirement is that
river height accuracy shall be 0.1 m or better over an area of 1 km2 in-
side the water mask, using height averaging over this area. In addition,
therefore, it might be possible to apply the method presented here to
improve the SWOT DEM in flood-plain areas using SWOT water masks
to generate heighted waterlines. The height averaging along waterlines
used for TanDEM-X would effectively have been carried out in the
height averaging over the water mask, but the method would still be
useful in the subsequentDEMmodification process betweenpairs of ad-
jacent waterlines.

Future work should involve investigating the improvement in
accuracy obtainable in the final TanDEM-X WorldDEM and its
lower-resolution versions. The use of the corrected DEM in a flood
inundation modelling study on a remote river system should also
be investigated to determine the benefit of the method for model-
ling. There are many sources of error in this type of modelling
other than DEM errors, including errors in input flow rates, channel
and floodplain friction coefficients, river bathymetry and scale-
dependent errors. Effort would be concentrated on high resolution
modelling and accurate water level observation. The objective of
this study would be to measure the impact of the reduced DEM er-
rors in the context of the other errors.
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