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#### Abstract

SUMMARY The equations that govern Kirchhoff-Love plate theory are solved using quadratic Powell-Sabin B-splines and unstructured standard T -splines. Bézier extraction is exploited to make the formulation computationally efficient. Since quadratic Powell-Sabin B-splines result in $\mathcal{C}_{A}^{1}$-continuous shape functions, they are of sufficiently high continuity to capture Kirchoff-Love plate theory when cast in a weak form. Unlike NonUniform Rational B-Splines (NURBS) which are commonly used in isogeometric analysis, Powell-Sabin Bsplines do not necessarily capture the geometry exactly. However, the fact that they are defined on triangles instead of on quadrilaterals increases their flexibility in meshing, and can make them competitive with respect to NURBS, as no bending strip method for joined NURBS patches is needed. This paper further illustrates how unstructured T -splines can be modified such that they are $\mathcal{C}_{\mathrm{A}}^{1}$-continuous around extraordinary points, and that the blending functions fulfil the partition of unity property. The performance of quadratic NURBS, unstructured T-splines, Powell-Sabin B-splines and NURBS-to-NURPS (Non-Uniform Rational Powell-Sabin B-splines which are obtained by a transformation from a NURBS patch) is compared in a study of a circular plate. Copyright © 0000 John Wiley \& Sons, Ltd.
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## 1. INTRODUCTION

Kirchhoff-Love plate theory [1] is well suited for the analysis of thin plates, but requires $\mathcal{C}_{\mathrm{A}}^{1}$ continuous shape functions in finite element analyses (the use of the subscript " A " is explained in Section 2). Other problems which require higher-order continuous shape functions include higherorder gradient damage models [2], higher-order shear deformation theory [3], or the Cahn-Hilliard equation [4]. References [2-4] utilise either B-splines, Non-Uniform Rational B-splines (NURBS) or T-splines [5]. These higher-order continuous shape functions are suitable for problems which require an interelement continuity that is higher than $\mathcal{C}_{\mathrm{A}}^{0}$. The idea of applying basis functions like B-splines, NURBS or T-splines, which are routinely used in Computer Aided Design (CAD), to analysis as well, was introduced in [6] and termed IsoGeometric Analysis (IGA) in [7].

A vibration analysis for Kirchhoff-Love plates using isogeometric analysis has been carried out in [8], while an isogeometric formulation for Kirchhoff-Love shell elements was proposed in [9]. Since multiple NURBS patches are joined with $\mathcal{C}_{\mathrm{A}}^{0}$-continuity, the bending strip method was proposed in [10] and adds a penalty stiffness between adjacent NURBS patches. This approach

[^0]requires a geometric continuity $\mathcal{G}^{1}$ along the $\mathcal{C}_{\mathrm{A}}^{0}$-continuity lines. Hence, the control points need to be positioned such that a $\mathcal{G}^{1}$-continuity is obtained. Unfortunately, this $\left(\mathcal{G}^{1}, \mathcal{C}_{\mathrm{A}}^{0}\right)$-construction has been applied only to two or four adjacent NURBS patches - it has not been demonstrated how to position the control points when three or more than four NURBS patches meet at an extraordinary point.
T-splines are an alternative to NURBS and consist of a single patch. However, when three or more than four elements in a T-spline mesh meet at an extraordinary point, a $\mathcal{C}_{\mathrm{A}}^{0}$-continuity line is introduced in the vicinity of the extraordinary point and the blending functions of the T-spline mesh do not fulfil the partition of unity property. It was demonstrated in [11] how to obtain $\mathcal{G}^{1}$ continuous blending functions by modifying the coefficients of the Bézier extraction operators in the one-ring neighbourhood elements of an extraordinary point. It was pointed out in [12] that this $\mathcal{G}^{1}$-construction also yields $\mathcal{C}_{\mathrm{A}}^{1}$-continuous blending functions. However, the approach in [11] does not result in blending functions that fulfil the partition of unity property.

Quadratic Powell-Sabin (PS) B-splines also provide shape functions that give a higher continuity [13]. They are based on a linear triangulation and have quadratic shape functions that are $\mathcal{C}_{\mathrm{A}}^{1}$-continuous across elements. Powell-Sabin B-splines have been cast in terms of Bézier ordinates in $[14,15]$ in order to obtain an efficient calculation. It is noted that Powell-Sabin B-splines are not based on the isogeometric concept as they only approximate the exact geometry and are not based on a NURBS patch but on a triangulation. To address this issue, a method was recently proposed to transform a single NURBS patch into Non-Uniform Rational Powell-Sabin B-splines (NURPS) [16] and denoted NURBS-to-NURPS. The boundary of the NURBS-to-NURPS then exactly matches the boundary of the NURBS patch while the interior domain of the NURBS-toNURPS only approximates the NURBS patch which is relevant for non-planar geometries. PowellSabin B-splines and NURBS-to-NURPS have been used for analysis in [16-19].

After clarifying the term continuity from a CAD and from an analysis perspective, this paper proposes a Powell-Sabin B-spline formulation for Kirchhoff-Love plates. In this class of problems the $\mathcal{C}_{\mathrm{A}}^{1}$-continuity of Powell-Sabin splines is fully exploited. Moreover, we will show how Bézier extraction can be implemented, thus making the method computationally efficient, similar to Bézier extraction for NURBS and T-splines [20,21]. Then, unstructured quadratic T-splines will be modified such that the blending functions fulfil the partition of unity property and are $\mathcal{C}_{\mathrm{A}}^{1}$ continuous around the extraordinary point. Finally, we compare NURBS, unstructured T-splines and NURBS-to-NURPS with Powell-Sabin B-splines. As a test problem we take a circular KirchhoffLove plate, and we study the cases with clamped and with simply supported boundary conditions. Our study goes beyond that in [22], which was for the Poisson equation, and hence required only $\mathcal{C}_{\mathrm{A}}^{0}$-continuous shape functions. Particular attention is given to cases with extraordinary points in the mesh, as their effect on the convergence behaviour of fourth-order partial differential equations has not been studied hitherto.

## 2. CONTINUITY FOR CAD AND ANALYSIS

In this section we elaborate on the term "continuity" from a CAD perspective as well as from an analysis perspective.

### 2.1. Parametric continuity $\mathcal{C}$

We consider the two curved segments $\underline{\boldsymbol{S}}_{1}\left(t_{1}\right)$ and $\underline{\boldsymbol{S}}_{2}\left(t_{2}\right)$ which depend on the parametric coordinates $t_{1}$ and $t_{2}$ :

$$
\begin{array}{ll}
\underline{\boldsymbol{S}}_{1}\left(t_{1}\right)=\left(1-t_{1}\right) \underline{\boldsymbol{P}}_{1}+t_{1} \underline{\boldsymbol{P}}_{2} & 0 \leq t_{1} \leq 1,  \tag{1}\\
\underline{\boldsymbol{S}}_{2}\left(t_{2}\right)=\left(1-t_{2}\right) \underline{\boldsymbol{P}}_{2}+t_{2} \underline{\boldsymbol{P}}_{3} & 0 \leq t_{2} \leq 1
\end{array}
$$

with the coordinates in the physical domain $\underline{\boldsymbol{x}}=(x, y)$

$$
\begin{equation*}
\underline{\boldsymbol{P}}_{1}=(1,1), \quad \underline{\boldsymbol{P}}_{2}=(2,2), \quad \underline{\boldsymbol{P}}_{3}=(3,3) . \tag{2}
\end{equation*}
$$

Both curves $\mathcal{S}_{1}\left(t_{1}\right)$ and $\mathcal{S}_{2}\left(t_{2}\right)$ have been plotted in Figure 1(a).


Figure 1. Parametric curves in the physical domain $\underline{\boldsymbol{x}}=(x, y)$, (a) $\mathcal{S}_{1}\left(t_{1}\right)$ and $\mathcal{S}_{2}\left(t_{2}\right)$ are parametrically $\mathcal{C}^{1}$-continuous at $\underline{\boldsymbol{P}}_{2}$, (b) $\tilde{\mathcal{S}}_{1}\left(\tilde{t}_{1}\right)$ and $\tilde{\mathcal{S}}_{2}\left(\tilde{t}_{2}\right)$ are geometrically $\mathcal{G}^{1}$-continuous at their joint $\underline{\boldsymbol{P}}_{2}$. The triangles mark isoparametric distances of $\Delta t_{1}=\Delta t_{2}=\Delta \tilde{t}_{1}=\Delta \tilde{t}_{2}=0.1$.

Evaluating the first derivative with respect to the parametric coordinate yields for both curves:

$$
\begin{equation*}
\left.\frac{\partial \underline{\boldsymbol{S}}_{1}\left(t_{1}\right)}{\partial t_{1}}\right|_{t_{1}=1}=\left.\frac{\partial \underline{\boldsymbol{S}}_{2}\left(t_{2}\right)}{\partial t_{2}}\right|_{t_{2}=0}=(1,1) \tag{3}
\end{equation*}
$$

Both curves have the same first derivative at their joint: the parametric continuity of the first derivative in Equation (3) will be denoted as $\mathcal{C}^{1}$.

### 2.2. Geometric continuity $\mathcal{G}$

Next, we consider the two curved segments $\underline{\tilde{S}}_{1}\left(\tilde{t}_{1}\right)$ and $\underline{\tilde{S}}_{2}\left(\tilde{t}_{2}\right)$, which depend on the parametric coordinates $\tilde{t}_{1}$ and $\tilde{t}_{2}$ with:

$$
\begin{array}{ll}
\underline{\boldsymbol{S}}_{1}\left(\tilde{t}_{1}\right)=\left(1-\tilde{t}_{1}\right) \underline{\boldsymbol{P}}_{1}+\tilde{t}_{1} \underline{\boldsymbol{P}}_{2} & 0 \leq \tilde{t}_{1} \leq 1 \\
\underline{\boldsymbol{\boldsymbol { S }}}_{2}\left(\tilde{t}_{2}\right)=\left(1-2 \tilde{t}_{2}\right) \underline{\boldsymbol{P}}_{2}+2 \tilde{t}_{2} \underline{\boldsymbol{P}}_{3} & 0 \leq \tilde{t}_{2} \leq \frac{1}{2} \tag{4}
\end{array}
$$

The first derivatives with respect to the parametric coordinate now read:

$$
\begin{equation*}
(1,1)=\left.\frac{\partial \underline{\tilde{\boldsymbol{S}}}_{1}\left(\tilde{t}_{1}\right)}{\partial \tilde{t}_{1}}\right|_{\tilde{t}_{1}=1} \neq\left.\frac{\partial \underline{\tilde{\boldsymbol{S}}}_{2}\left(\tilde{t}_{2}\right)}{\partial \tilde{t}_{2}}\right|_{\tilde{t}_{2}=0}=(2,2) \tag{5}
\end{equation*}
$$

Hence, both curves are not $\mathcal{C}^{1}$-continuous. However, Figure 1(b) shows that both curves still have a continuous geometry in the physical domain $\underline{x}$. In order to account for this, the term geometric continuity was introduced in [23]. If two curved segments satisfy the condition

$$
\begin{equation*}
\left.\frac{\partial \underline{\tilde{\boldsymbol{S}}}_{1}\left(\tilde{t}_{1}\right)}{\partial \tilde{t}_{1}}\right|_{\tilde{t}_{1}=1}=\left.c \frac{\partial \underline{\tilde{\boldsymbol{S}}}_{2}\left(\tilde{t}_{2}\right)}{\partial \tilde{t}_{2}}\right|_{\tilde{t}_{2}=0} \tag{6}
\end{equation*}
$$

with a scalar $c$, then they are called geometric continuous with respect to the first derivative. This continuity is denoted as $\mathcal{G}^{1}$. The step from Equation (4) to Equation (1) - replacing $\tilde{t}_{2}$ with $\frac{t_{2}}{2}-$ is called reparameterisation. It was pointed out in [24] that the definitions for parametric and geometric continuity in Equations (3) and (6) may not be clear for overlapping control points.

### 2.3. Continuity $\mathcal{C}_{\mathrm{A}}$ for analysis

Now, we consider the notion "continuity" from an analysis perspective. Equation (1) is equivalent to the parameterisation:

$$
\begin{equation*}
\underline{\overline{\boldsymbol{S}}}(t)=N_{1}(t) \underline{\boldsymbol{P}}_{1}+N_{2}(t) \underline{\boldsymbol{P}}_{2}+N_{3}(t) \underline{\boldsymbol{P}}_{3} \tag{7}
\end{equation*}
$$

with $0 \leq t \leq 2$ and the Lagrangian shape functions (see Figure 2)

$$
\begin{gather*}
N_{1}(t)=\left\{\begin{array}{cl}
1-t & \text { for } 0 \leq t \leq 1 \\
0 & \text { for } 1 \leq t \leq 2
\end{array}, \quad N_{2}(t)=\left\{\begin{array}{cl}
t & \text { for } 0 \leq t \leq 1 \\
2-t & \text { for } 1 \leq t \leq 2
\end{array}\right.\right. \\
N_{3}(t)=\left\{\begin{array}{cl}
0 & \text { for } 0 \leq t \leq 1 \\
t-1 & \text { for } 1 \leq t \leq 2
\end{array}\right. \tag{8}
\end{gather*}
$$

It is noted that the shape functions $N_{i}(t)$ in Equation (8) can also be derived from the knot vector $T=\{0,0,1,2,2\}$. The Lagrangian shape functions in Equation (8) have a continuity of $\mathcal{C}_{\mathrm{A}}^{0}$. In order to distinguish between the parametric continuity $\mathcal{C}$ of the curve and the continuity $\mathcal{C}_{\mathrm{A}}^{0}$ of the basis functions, the subscript A (for analysis) was added. It follows that the continuity which is required for analysis needs to be distinguished from the parametric or geometric continuity which is interesting from a designer's point of view.


Figure 2. $\mathcal{C}_{\mathrm{A}}^{0}$-continuous linear Lagrangian shape functions.

### 2.4. Geometric continuous basis functions

It was demonstrated in [12] that $\mathcal{G}^{k}$-continuous basis functions are $\mathcal{C}_{\mathrm{A}}^{k}$-continuous. This will be illustrated for the case $\left(\mathcal{G}^{1}, \mathcal{C}_{\mathrm{A}}^{1}\right)$ in one dimension. Consider the four basis functions $N_{i}$

$$
\left[\begin{array}{l}
N_{1}  \tag{9}\\
N_{2} \\
N_{3} \\
N_{4}
\end{array}\right]=\left[\begin{array}{llllll}
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & \frac{1}{2} & \frac{1}{2} & 0 & 0 \\
0 & 0 & \frac{1}{2} & \frac{1}{2} & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1
\end{array}\right]\left[\begin{array}{l}
B_{1} \\
B_{2} \\
B_{3} \\
B_{4} \\
B_{5} \\
B_{6}
\end{array}\right]
$$

with

$$
\left.\left.\begin{array}{l}
B_{1}\left(\xi_{1}\right)=\frac{1}{4}\left(1-\xi_{1}\right)^{2}  \tag{10}\\
B_{2}\left(\xi_{1}\right)=\frac{1}{2}\left(1-\xi_{1}^{2}\right) \\
B_{3}\left(\xi_{1}\right)=\frac{1}{4}\left(1+\xi_{1}\right)^{2}
\end{array}\right\}-1 \leq \xi_{1} \leq 1, \quad \begin{array}{l}
B_{4}\left(\xi_{2}\right)=\frac{1}{16}\left(2-\xi_{2}\right)^{2} \\
B_{5}\left(\xi_{2}\right)=\frac{1}{8}\left(4-\xi_{2}^{2}\right) \\
B_{6}\left(\xi_{2}\right)=\frac{1}{16}\left(2+\xi_{2}\right)^{2}
\end{array}\right\}-2 \leq \xi_{2} \leq 2
$$

The following physical coordinate $P_{i}=x_{i}$ corresponds to each basis function

$$
\begin{equation*}
P_{1}=0, \quad P_{2}=1, \quad P_{3}=2, \quad P_{4}=3 \tag{11}
\end{equation*}
$$

The derivatives $N_{i, \xi_{1}}$ and $N_{i, \xi_{2}}$ with respect to the parameter coordinates $\xi_{1}$ and $\xi_{2}$ are plotted in Figure 3(a) over the physical domain $x$ for all four basis functions.


Figure 3. (a) The derivatives $\left(N_{2, \xi_{1}}, N_{2, \xi_{2}}\right)$ and ( $N_{3, \xi_{1}}, N_{3, \xi_{2}}$ ) are discontinuous while (b) the derivatives $N_{2, x}$ and $N_{3, x}$ are continuous: $\mathcal{G}^{1}$-continuous basis functions are also $\mathcal{C}_{\mathrm{A}}^{1}$-continuous.

It can be observed that $\left(N_{2, \xi_{1}}, N_{2, \xi_{2}}\right)$ and $\left(N_{3, \xi_{1}}, N_{3, \xi_{2}}\right)$ are discontinuous. However, since the $\mathcal{G}^{1}$-continuity condition

$$
\begin{equation*}
\left.\frac{\partial N_{i}}{\partial \xi_{1}}\right|_{\xi_{1}=1}=\left.2 \frac{\partial N_{i}}{\partial \xi_{2}}\right|_{\xi_{2}=-2} \tag{12}
\end{equation*}
$$

holds for all four basis function, they have to be $\mathcal{C}_{\mathrm{A}}^{1}$-continuous: Figure 3(b) shows the derivatives $N_{i, x}$ of all four basis functions with respect to the physical coordinate $x$. All four derivatives $N_{i, x}$ are now continuous. Thus, the four basis function $N_{i}$ are $\mathcal{C}_{\mathrm{A}}^{1}$-continuous. The property that $\mathcal{G}^{1}$ continuous basis functions are $\mathcal{C}_{\mathrm{A}}^{1}$-continuous is especially useful for connecting surfaces at an extraordinary point such that the basis functions possess the required $\mathcal{C}_{\mathrm{A}}^{1}$-continuity (see Section 5). In sum, basis functions that fulfil a $\mathcal{G}^{1}$-constraint are $\mathcal{C}_{\mathrm{A}}^{1}$-continuous and the geometry is $\mathcal{G}^{1}$ continuous for any set of control points. If the basis functions are only $\mathcal{C}_{\mathrm{A}}^{0}$-continuous the geometry can still be $\mathcal{G}^{1}$-continuous by an appropriate choice of the location of the coordinates in the physical domain. Such a $\left(\mathcal{G}^{1}, \mathcal{C}_{\mathrm{A}}^{0}\right)$-construction can also be used for solving fourth order partial differential equations when a rigid link between neighbouring control points along the $\mathcal{C}_{\mathrm{A}}^{0}$-continuity is introduced, as for the bending strip method [10]. This rigid link transfers the $\mathcal{G}^{1}$-continuity from the coordinates to the displacement degrees of freedom.

## 3. KIRCHHOFF-LOVE PLATE THEORY

### 3.1. Continuum formulation

The moment equilibrium for a Kirchhoff-Love plate reads [25]:

$$
\begin{equation*}
m_{\alpha \beta, \alpha \beta}=p_{0} \tag{13}
\end{equation*}
$$

with $p_{0}$ the force per unit area, and

$$
\begin{equation*}
m_{\alpha \beta}=-\int_{-h / 2}^{h / 2} \sigma_{\alpha \beta} z \mathrm{~d} z \tag{14}
\end{equation*}
$$

the bending moments. Greek indices take values one and two, a comma denotes differentiation, while $h$ is the thickness of the plate. $\sigma_{\alpha \beta}$ is the stress, and Hooke's law for plane stress is used:

$$
\left[\begin{array}{l}
\sigma_{11}  \tag{15}\\
\sigma_{22} \\
\sigma_{12}
\end{array}\right]=\frac{E}{1-\nu^{2}}\left[\begin{array}{ccc}
1 & \nu & 0 \\
\nu & 1 & 0 \\
0 & 0 & \frac{1-\nu}{2}
\end{array}\right]\left[\begin{array}{c}
\varepsilon_{11} \\
\varepsilon_{22} \\
2 \varepsilon_{12}
\end{array}\right]
$$

since it is assumed that $\left|\sigma_{33}\right|,\left|\sigma_{13}\right|,\left|\sigma_{23}\right| \ll\left|\sigma_{11}\right|,\left|\sigma_{22}\right|,\left|\sigma_{12}\right|$. The non-zero strain components are assumed as follows:

$$
\begin{equation*}
\varepsilon_{11}=-z \frac{\partial^{2} w}{\partial x^{2}}, \quad \varepsilon_{22}=-z \frac{\partial^{2} w}{\partial y^{2}}, \quad 2 \varepsilon_{12}=-2 z \frac{\partial^{2} w}{\partial x \partial y} \tag{16}
\end{equation*}
$$

with the deflection $w(x, y)$. Upon substitution of Equation (15) and Equation (16) into Equation (14) we obtain:

$$
\underbrace{\left[\begin{array}{l}
m_{11}  \tag{17}\\
m_{22} \\
m_{12}
\end{array}\right]}_{\underline{\boldsymbol{m}}}=\underbrace{\frac{E h^{3}}{12\left(1-\nu^{2}\right)}\left[\begin{array}{lcc}
1 & \nu & 0 \\
\nu & 1 & 0 \\
0 & 0 & \frac{1-\nu}{2}
\end{array}\right]}_{\underline{\underline{\mathbf{D}}}} \underbrace{\left[\begin{array}{c}
\kappa_{11} \\
\kappa_{22} \\
2 \kappa_{12}
\end{array}\right]}_{\underline{\boldsymbol{\kappa}}}
$$

with $\underline{\underline{D}}$ the elastic stiffness matrix and

$$
\begin{equation*}
\kappa_{\alpha \beta}=w_{, \alpha \beta} \tag{18}
\end{equation*}
$$

the curvature. The bending moments are assembled in the array $\underline{\boldsymbol{m}}$, while $\underline{\boldsymbol{\kappa}}$ contains the curvatures. Multiplying Equation (13) by a test function $\delta w$, integrating over the domain $\Omega$ and exploiting Gauss' theorem then results in:

$$
\begin{equation*}
\int_{\Omega} \delta w_{, \alpha \beta} m_{\alpha \beta} \mathrm{d} x \mathrm{~d} y+\int_{\Gamma} \delta w m_{\alpha \beta, \alpha} n_{\beta} \mathrm{d} \Gamma-\int_{\Gamma} \delta w_{, \beta} m_{\alpha \beta} n_{\alpha} \mathrm{d} \Gamma=\int_{\Omega} \delta w p_{0} \mathrm{~d} x \mathrm{~d} y \tag{19}
\end{equation*}
$$

Substitution of Equation (18) and omitting the boundary terms that relate to imposed moments and forces, the resulting weak form becomes:

$$
\begin{equation*}
\int_{\Omega} \delta \kappa_{\alpha \beta} m_{\alpha \beta} \mathrm{d} x \mathrm{~d} y=\int_{\Omega} \delta w p_{0} \mathrm{~d} x \mathrm{~d} y . \tag{20}
\end{equation*}
$$

Since second derivatives appear in this equation, $\mathcal{C}_{\mathrm{A}}^{1}$-continuous functions (functions of class $H^{2}$ ) are necessary with square integrable second derivatives [26].

### 3.2. Discretisation

Discretisation of the domain $\Omega$ into $E$ elements, $\Omega=\bigcup_{e=1}^{E} \Omega^{e}$, with $w$ the deflection and $\delta w$ its variation, leads to:

$$
\begin{equation*}
w^{e}=\underline{\boldsymbol{N}}^{T} \underline{\boldsymbol{w}}, \quad \delta w^{e}=\underline{\boldsymbol{N}}^{T} \delta \underline{\boldsymbol{w}}, \quad \underline{\boldsymbol{\kappa}}^{e}=\underline{\underline{\mathbf{B}}} \underline{\boldsymbol{w}}, \quad \delta \underline{\boldsymbol{\kappa}}^{e}=\underline{\underline{\mathbf{B}}} \delta \underline{\boldsymbol{w}} \tag{21}
\end{equation*}
$$

where $\underline{\boldsymbol{N}}$ contains the shape functions, and $\underline{\underline{B}}^{T}=\left[N_{, x x}, N_{, y y}, 2 N_{, x y}\right]$ contains the second derivatives of the shape functions. It is recalled that $\underline{\underline{D}}$ is the elastic stiffness matrix. Use of Equation (17) results in the matrix-vector equation:

$$
\begin{equation*}
\int_{\Omega} \delta \underline{\boldsymbol{\kappa}}^{T} \underline{\underline{\mathbf{D}}} \underline{\boldsymbol{\kappa}} \mathrm{~d} x \mathrm{~d} y=\int_{\Omega} \delta \underline{\boldsymbol{w}}^{T} \underline{\boldsymbol{N}} p_{0} \mathrm{~d} x \mathrm{~d} y \tag{22}
\end{equation*}
$$

which for arbitrary $\delta \underline{\boldsymbol{w}}$ gives:

$$
\begin{equation*}
\underbrace{\int_{\Omega} \underline{\underline{\mathbf{B}}}^{T} \underline{\underline{\mathbf{D}}} \underline{\underline{\mathbf{B}}} \mathrm{~d} x \mathrm{~d} y}_{\underline{\underline{\mathbf{K}}}} \underline{\boldsymbol{w}}=\underbrace{\int_{\Omega} \underline{\boldsymbol{N}} p_{0} \mathrm{~d} x \mathrm{~d} y}_{\underline{\boldsymbol{f}}} \tag{23}
\end{equation*}
$$

with $\underline{\underline{K}}$ the stiffness matrix and $\underline{f}$ the force vector.


Figure 4. The parameter and physical domains, $(\underline{\boldsymbol{\xi}})$ and $(\underline{\boldsymbol{x}})$, respectively, for Powell-Sabin B-splines. Each triangle $e$ has a barycentric coordinate system $\underline{\tau}$ and can further be subdivided into six mini-triangles with a barycentric coordinate system $\underline{\tilde{\tau}}$.

## 4. BÉZIER EXTRACTION FOR QUADRATIC POWELL-SABIN B-SPLINES

This Section starts with a concise description of Powell-Sabin splines, including notions like PowellSabin refinement, Powell-Sabin points, and Powell-Sabin triangles. For a more in-depth treatment reference is made to [15].

We consider the parameter domain $\underline{\boldsymbol{\xi}}=(\xi, \eta)$ for a triangulation $\mathcal{T}$ (thick black lines) with $e=1,2, \ldots E$ triangles and $N_{v}$ vertices in Figure 4(a). A vertex $k$ of the triangulation $\mathcal{T}$ has the coordinates $\underline{\boldsymbol{V}}_{k}=\left(\xi_{k}, \eta_{k}\right)$ in the parameter domain. $m_{k}$ triangles are attached to vertex $k$ and will be denoted as the molecule $\Omega_{k}$.

Each triangle $e$ of the triangulation $\mathcal{T}$ has a barycentric coordinate system with $\underline{\boldsymbol{\tau}}=\left(\tau_{1}, \tau_{2}, \tau_{3}\right)$, see Figure 4(c). The points $\underline{\boldsymbol{V}}_{1}, \underline{\boldsymbol{V}}_{2}, \underline{\boldsymbol{V}}_{3}, \underline{\boldsymbol{R}}_{12}, \underline{\boldsymbol{R}}_{23}, \underline{\boldsymbol{R}}_{31}$ and $\underline{\boldsymbol{Z}}$ have the following barycentric coordinates $\left(\tau_{1}, \tau_{2}, \tau_{3}\right)$ :

$$
\begin{gather*}
\underline{\boldsymbol{V}}_{1}=(1,0,0), \quad \underline{\boldsymbol{V}}_{2}=(0,1,0), \quad \underline{\boldsymbol{V}}_{3}=(0,0,1), \\
\underline{\boldsymbol{R}}_{12}=\left(\lambda_{1}, \lambda_{2}, 0\right), \quad \underline{\boldsymbol{R}}_{23}=\left(0, \mu_{2}, \mu_{3}\right), \quad \underline{\boldsymbol{R}}_{31}=\left(\nu_{1}, 0, \nu_{3}\right), \quad \underline{\boldsymbol{Z}}=(a, b, c) . \tag{24}
\end{gather*}
$$

Splitting each triangle $e$ of the triangulation $\mathcal{T}$ in Figure 4(a) into six mini-triangles ( $n=1,2, \ldots, 6$ ) yields the Powell-Sabin refinement $\mathcal{T}^{*}$ (thin black lines). Each mini-triangle $n$ has a barycentric coordinate system $\tilde{\boldsymbol{\tau}}=\left(\tilde{\tau}_{1}, \tilde{\tau}_{2}, \tilde{\tau}_{3}\right)$ and Bézier ordinates $b_{r, s, t}$, cf. Figure 4(d).

For each vertex $k$, its Powell-Sabin points are the vertex $k$ itself and the midpoints of all edges of the Powell-Sabin refinement $\mathcal{T}^{*}$ containing the vertex $k$. A Powell-Sabin triangle (shown in red), which contains all Powell-Sabin points (denoted by green dots) is associated with each vertex $k$. The Powell-Sabin triangles are chosen such that they share two edges with the convex hull of the

Powell-Sabin points [18, 27]. In this way the solution of an expensive optimisation algorithm is avoided [15].

Three $(j=1,2,3)$ Powell-Sabin B-splines $N_{k}^{j}(\underline{\xi})$ are associated to each vertex $k$, i. e. one for each corner of the Powell-Sabin triangle of vertex $\bar{k}$, and have a support in the molecule $\Omega_{k}$ of $\underline{V}_{k}$. For an elaborate demonstration for the derivation of the calculation of the Powell-Sabin B-splines $N_{k}^{j}(\underline{\boldsymbol{\xi}})$ reference is made to [15]. Here, we only give a brief outline of the procedure.

A Powell-Sabin B-spline $N_{k}^{j}(\underline{\boldsymbol{\xi}})$ in the parameter domain $\underline{\boldsymbol{\xi}}$ must be defined in each of the $m_{k}$ triangles of the molecule $\Omega_{k}$ of vertex $k$,

$$
\begin{equation*}
N_{k}^{j}(\underline{\boldsymbol{\xi}})=N_{k}^{j}(\underline{\boldsymbol{\xi}}(\underline{\boldsymbol{\tau}}))=\sum_{e_{k}=1}^{m_{k}} N_{k}^{j, e_{k}}(\underline{\boldsymbol{\tau}}) \tag{25}
\end{equation*}
$$

Since each triangle of the molecule $\Omega_{k}$ is split into six mini-triangles, the Powell-Sabin B-splines $N_{k}^{j, e_{k}}(\underline{\boldsymbol{\tau}})$ over a triangle $e_{k}$ can be written as:

$$
\begin{equation*}
N_{k}^{j, e_{k}}(\underline{\boldsymbol{\tau}})=N_{k}^{j, e_{k}}(\underline{\boldsymbol{\tau}}(\underline{\tilde{\boldsymbol{\tau}}}))=\sum_{n=1}^{6} N_{k, n}^{j, e_{k}}(\underline{\tilde{\boldsymbol{\tau}}}) \tag{26}
\end{equation*}
$$

For clarity of notation, the indices ${ }_{n}^{e_{k}}$ are omitted in the following. The Powell-Sabin B-splines over each mini-triangle, $N_{k}^{j}(\underline{\tilde{\tau}})$ in Equation (26), can be expressed using the Bézier ordinates $b_{r, s, t}$, see Figure 4(d),

$$
\begin{equation*}
N_{k}^{j}(\underline{\tilde{\boldsymbol{\tau}}})=\sum_{r+s+t=2} b_{r, s, t} B_{r, s, t}^{2}(\underline{\tilde{\boldsymbol{\tau}}}) \tag{27}
\end{equation*}
$$

where $B_{r, s, t}^{2}(\underline{\tilde{\boldsymbol{T}}})$ denote the Bernstein polynomials of degree two:

$$
\begin{equation*}
B_{r, s, t}^{2}(\underline{\tilde{\boldsymbol{\tau}}})=\frac{2!}{r!s!t!} \tilde{\tau}_{1}^{r} \tilde{\tau}_{2}^{s} \tilde{\tau}_{3}^{t} \tag{28}
\end{equation*}
$$

In order to determine the Bézier ordinates $b_{r, s, t}$ in Equation (27), the following properties are assigned to the Powell-Sabin B-splines: For any vertex $l \neq k$ we have

$$
\begin{equation*}
N_{k}^{j}\left(V_{l}\right)=0, \quad \frac{\partial}{\partial \xi} N_{k}^{j}\left(V_{l}\right)=0, \quad \frac{\partial}{\partial \eta} N_{k}^{j}\left(V_{l}\right)=0 \tag{29}
\end{equation*}
$$

and otherwise

$$
\begin{equation*}
N_{k}^{j}\left(V_{k}\right)=\alpha_{k}^{j}, \quad \frac{\partial}{\partial \xi} N_{k}^{j}\left(V_{k}\right)=\beta_{k}^{j}, \quad \frac{\partial}{\partial \eta} N_{k}^{j}\left(V_{k}\right)=\gamma_{k}^{j} \tag{30}
\end{equation*}
$$

with

$$
\begin{equation*}
\sum_{j=1}^{3} \alpha_{k}^{j}=1, \quad \sum_{j=1}^{3} \beta_{k}^{j}=0, \quad \sum_{j=1}^{3} \gamma_{k}^{j}=0 \tag{31}
\end{equation*}
$$

The corners of each Powell-Sabin triangle (red in Figure 4(a)) have the coordinates $\underline{\boldsymbol{Q}}_{k}^{j}=\left(\xi_{k}^{j}, \eta_{k}^{j}\right)$, which gives the map from the triangle domain $\underline{\boldsymbol{\tau}}$ to the parameter domain $\underline{\boldsymbol{\xi}}$ for a surface $\underline{S}_{\xi}(\underline{\boldsymbol{\tau}})$, as follows

$$
\begin{equation*}
\underline{\boldsymbol{S}}_{\xi}(\underline{\boldsymbol{\tau}})=\sum_{k=1}^{N_{v}} \sum_{j=1}^{3} N_{k}^{j}(\underline{\boldsymbol{\tau}}) \underline{\boldsymbol{Q}}_{k}^{j} \tag{32}
\end{equation*}
$$

For each vertex $k$ with coordinates $\left(\xi_{k}, \eta_{k}\right)$ the parameters $\alpha_{k}^{j}, \beta_{k}^{j}$ and $\gamma_{k}^{j}$ in Equation (31) are then obtained by solving:

$$
\left[\begin{array}{ccc}
\alpha_{k}^{1} & \alpha_{k}^{2} & \alpha_{k}^{3}  \tag{33}\\
\beta_{k}^{1} & \beta_{k}^{2} & \beta_{k}^{3} \\
\gamma_{k}^{1} & \gamma_{k}^{2} & \gamma_{k}^{3}
\end{array}\right]\left[\begin{array}{lll}
\xi_{k}^{1} & \eta_{k}^{1} & 1 \\
\xi_{k}^{2} & \eta_{k}^{2} & 1 \\
\xi_{k}^{3} & \eta_{k}^{3} & 1
\end{array}\right]=\left[\begin{array}{ccc}
\xi_{k} & \eta_{k} & 1 \\
1 & 0 & 0 \\
0 & 1 & 0
\end{array}\right]
$$



Figure 5. Bézier ordinates $b_{r, s, t}$ for the six $(n=1,2, \ldots, 6)$ mini-triangles of the Powell-Sabin B-splines

$$
N_{1}^{j}(\underline{\tilde{\tau}}), N_{2}^{j}(\underline{\tilde{\tau}}) \text { and } N_{3}^{j}(\underline{\tilde{\tau}}) .
$$

This equation follows by combining Equation (30), Equation (31) and Equation (32).
Using Equation (24) and Equation (33), the Bézier ordinates $b_{r, s, t}$ of the mini-triangles in Figure 5 can be evaluated. The Bézier ordinates corresponding to $V_{1}$ are given by:

$$
\begin{gather*}
L_{1}^{j}=\alpha_{1}^{j}+\frac{1-\lambda_{1}}{2} \bar{\beta}_{1}^{j}, \quad L_{1}^{\prime j}=\alpha_{1}^{j}+\frac{\left(1-\nu_{1}\right)}{2} \bar{\gamma}_{1}^{j}, \quad \tilde{L}_{1}^{j}=\alpha_{1}^{j}+\frac{b}{2} \bar{\beta}_{1}^{j}+\frac{c}{2} \bar{\gamma}_{1}^{j},  \tag{34}\\
\bar{\beta}_{1}^{j}=\beta_{1}^{j}\left(\xi_{2}-\xi_{1}\right)+\gamma_{1}^{j}\left(\eta_{2}-\eta_{1}\right), \quad \bar{\gamma}_{1}^{j}=\beta_{1}^{j}\left(\xi_{3}-\xi_{1}\right)+\gamma_{1}^{j}\left(\eta_{3}-\eta_{1}\right), \tag{35}
\end{gather*}
$$

while for $V_{2}$ they read,

$$
\begin{gather*}
L_{2}^{j}=\alpha_{2}^{j}+\frac{1-\mu_{2}}{2} \bar{\beta}_{2}^{j}, \quad L_{2}^{\prime j}=\alpha_{2}^{j}+\frac{\left(1-\lambda_{2}\right)}{2} \bar{\gamma}_{2}^{j}, \quad \tilde{L}_{2}^{j}=\alpha_{2}^{j}+\frac{c}{2} \bar{\beta}_{2}^{j}+\frac{a}{2} \bar{\gamma}_{2}^{j},  \tag{36}\\
\bar{\beta}_{2}^{j}=\beta_{2}^{j}\left(\xi_{3}-\xi_{2}\right)+\gamma_{2}^{j}\left(\eta_{3}-\eta_{2}\right), \quad \bar{\gamma}_{2}^{j}=\beta_{2}^{j}\left(\xi_{1}-\xi_{2}\right)+\gamma_{2}^{j}\left(\eta_{1}-\eta_{2}\right) \tag{37}
\end{gather*}
$$

and for $V_{3}$ we have:

$$
\begin{gather*}
L_{3}^{j}=\alpha_{3}^{j}+\frac{1-\nu_{3}}{2} \bar{\beta}_{3}^{j}, \quad L_{3}^{\prime j}=\alpha_{3}^{j}+\frac{\left(1-\mu_{3}\right)}{2} \bar{\gamma}_{3}^{j}, \quad \tilde{L}_{3}^{j}=\alpha_{3}^{j}+\frac{a}{2} \bar{\beta}_{3}^{j}+\frac{b}{2} \bar{\gamma}_{3}^{j},  \tag{38}\\
\bar{\beta}_{3}^{j}=\beta_{3}^{j}\left(\xi_{1}-\xi_{3}\right)+\gamma_{3}^{j}\left(\eta_{1}-\eta_{3}\right), \quad \bar{\gamma}_{3}^{j}=\beta_{3}^{j}\left(\xi_{2}-\xi_{3}\right)+\gamma_{3}^{j}\left(\eta_{2}-\eta_{3}\right) . \tag{39}
\end{gather*}
$$

For example, the Powell-Sabin B-splines $N_{k}^{j}(\underline{\tilde{\tau}})$ in the mini-triangle $n=3$ of Figure 4(d) can be expressed as
or in matrix-vector format:
where the Bézier extraction operator $\underline{\underline{\mathbf{C}}}_{n}^{e}$ in Equation (40) contains the Bézier ordinates $b_{r, s, t}$ for each Powell-Sabin B-spline $N_{k}^{j}(\underline{\tilde{\tau}})$ in the mini-triangle $n=3$ of triangle $e$ from Figure 4(c),(d). Hence, it is possible to apply the Bézier extraction procedure to Powell-Sabin splines, in a fashion similar to NURBS and T-splines [20,21].

Non-Uniform Rational Powell-Sabin B-splines (NURPS) $R_{k}^{j}(\underline{\boldsymbol{\tau}})$ can be computed as follows:

$$
\begin{equation*}
R_{k}^{j}(\underline{\boldsymbol{\tau}})=\frac{w_{k}^{j} N_{k}^{j}(\underline{\boldsymbol{\tau}})}{\sum_{\hat{k}=1}^{N_{v}} \sum_{\hat{j}=1}^{3} w_{\hat{k}}^{\hat{j}} N_{\hat{k}}^{\hat{j}}(\underline{\boldsymbol{\tau}})} \tag{42}
\end{equation*}
$$

with $w_{k}^{j}$ the weights associated with each corner $\underline{Q}_{k}^{j}$ of a Powell-Sabin triangle. A NURPS-surface $\underline{S}(\underline{\boldsymbol{\tau}})$ in the physical domain $\underline{\boldsymbol{x}}$ can be expressed by a map from the triangle domain $\underline{\tau}$ with

$$
\begin{equation*}
\underline{\boldsymbol{S}}(\underline{\boldsymbol{\tau}})=\sum_{k=1}^{N_{v}} \sum_{j=1}^{3} R_{k}^{j}(\underline{\boldsymbol{\tau}}) \underline{\boldsymbol{P}}_{k}^{j} \tag{43}
\end{equation*}
$$

where the control points $\underline{\boldsymbol{P}}_{k}^{j}$ correspond to each $\underline{\boldsymbol{Q}}_{k}^{j}$, see also Figure 4(b). In matrix-vector format, the NURPS $\underline{\boldsymbol{R}}_{n}^{e}$ for one mini-triangle $n$ of triangle $e$ is obtained from

$$
\begin{equation*}
\underline{\boldsymbol{R}}_{n}^{e}(\underline{\tilde{\boldsymbol{\tau}}})=\underline{\underline{\mathbf{W}}}^{e} \underline{\underline{\mathbf{C}}}_{n}^{e} \frac{\underline{\boldsymbol{B}}(\underline{\tilde{\boldsymbol{\tau}}})}{W_{n}^{b e}(\underline{\tilde{\boldsymbol{\tau}}})} \tag{44}
\end{equation*}
$$

with

$$
\begin{equation*}
W^{b e}{ }_{n}(\underline{\tilde{\tau}})=\left(\underline{\boldsymbol{w}}_{n}^{b e}\right)^{T} \underline{\boldsymbol{B}}(\underline{\tilde{\tau}}), \quad \underline{\boldsymbol{w}}_{n}^{b e}=\left(\underline{\underline{\mathbf{C}}}_{n}^{e}\right)^{T} \underline{\boldsymbol{w}}^{e}, \quad \underline{\underline{\mathbf{W}}}^{e}=\operatorname{diag}\left(\underline{\boldsymbol{w}}^{e}\right) \tag{45}
\end{equation*}
$$

where $\underline{\boldsymbol{w}}^{e}$ is the vector containing the weights of triangle $e$. The derivatives with respect to coordinates in the domain of the mini-triangle, $\tilde{\tilde{\tau}}$, read:

$$
\begin{equation*}
\frac{\partial \underline{\boldsymbol{R}}_{n}^{e}(\underline{\tilde{\boldsymbol{\tau}}})}{\partial \tilde{\tau}_{i}}=\underline{\underline{\mathbf{W}}}^{e} \underline{\underline{\mathbf{C}}}_{n}^{e} \frac{\partial}{\partial \tilde{\tau}_{i}}\left(\frac{\underline{\boldsymbol{B}}(\underline{\tilde{\boldsymbol{\tau}}})}{W_{n}^{b e}(\underline{\tilde{\boldsymbol{\tau}}})}\right)=\underline{\underline{\mathbf{W}}}^{e} \underline{\underline{\mathbf{C}}}_{n}^{e}\left(\frac{1}{W_{n}^{b e}(\underline{\tilde{\tau}})} \frac{\partial \underline{\boldsymbol{B}}(\underline{\tilde{\boldsymbol{\tau}}})}{\partial \tilde{\tau}_{i}}-\frac{\partial W_{n}^{b e}(\underline{\tilde{\boldsymbol{\tau}}})}{\partial \tilde{\tau}_{i}} \frac{\underline{\boldsymbol{B}}(\underline{\tilde{\boldsymbol{\tau}}})}{\left(W_{n}^{b e}(\underline{\tilde{\boldsymbol{\tau}}})\right)^{2}}\right) \tag{46}
\end{equation*}
$$

The derivatives in the physical domain $\underline{\boldsymbol{x}}$ are subsequently obtained as:

$$
\begin{equation*}
\frac{\partial \underline{\boldsymbol{R}}_{n}^{e}(\tilde{\tilde{\boldsymbol{\tau}}})}{\partial x_{i}^{e}}=\sum_{j=1}^{2} \frac{\partial \underline{\boldsymbol{R}}_{n}^{e}(\tilde{\tilde{\boldsymbol{\tau}}})}{\partial \tilde{\tau}_{j}} \frac{\partial \tilde{\tau}_{j}}{\partial x_{i}^{e}} \tag{47}
\end{equation*}
$$

where

$$
\frac{\partial \tilde{\tau}_{j}}{\partial x_{i}^{e}}=\left[\begin{array}{ll}
\frac{\partial x^{e}}{\partial \tilde{\tau}_{1}} & \frac{\partial x^{e}}{\partial \tilde{\tau}_{2}}  \tag{48}\\
\frac{\partial y^{e}}{\partial \tilde{\tau}_{1}} & \frac{\partial y^{e}}{\partial \tilde{\tau}_{2}}
\end{array}\right]^{-1}=\underline{\underline{\mathbf{J}}}^{-1}
$$

with the Jacobian matrix $\underline{\underline{J}}$ of the geometry mapping. To further illustrate the procedure, a Matlab code snippet is given in Appendix A for the Bézier extraction procedure for NURPS, which computes the second derivatives in the global coordinate system $\underline{x}$ and assembles the stiffness matrix $\underline{\underline{K}}$ and the force vector $\underline{f}$ in Equation (23).

It was suggested in [17] to evaluate the integrals for each component of the stiffness matrix in Equation (23) analytically since the integral of a Powell-Sabin B-spline $N_{k}^{j}(\underline{\tilde{\tilde{\tau}}})$ over a mini-triangle $n$ with area $A_{n}$ can be computed as [28]:

$$
\begin{equation*}
\int_{\Omega_{n}} N_{k}^{j}(\tilde{\underline{\boldsymbol{\tau}}}) \mathrm{d} \tilde{\tau}_{1} \mathrm{~d} \tilde{\tau}_{2}=\frac{A_{n}}{6} \sum_{r+s+t=2} b_{r, s, t} . \tag{49}
\end{equation*}
$$

Relations for the computation of the product of the derivatives of a Powell-Sabin B-spline can then be derived accordingly [17]. However, this is computationally more expensive than using the Bézier extraction procedure.

## 5. UNSTRUCTURED QUADRATIC T-SPLINES

This section addresses unstructured T-spline meshes of quadratic degree [29]. An unstructured T-spline mesh contains points with valence three or more than four. These points are called star, irregular or extraordinary points. Without special treatment, these meshes are non-standard and only $\mathcal{C}_{\mathrm{A}}^{0}$-continuous around the extraordinary points. The blending functions of a non-standard T-spline mesh do not fulfil the partition of unity property [30]. It was demonstrated in [31] how this can be detected utilising the global Bézier extraction operator. Herein, it will be demonstrated how these meshes can be manipulated such that they are standard (blending functions $N^{i}$ fulfil the partition of unity property) and $\mathcal{C}_{\mathrm{A}}^{1}$-continuous around the extraordinary points.

The technique presented here is very similar to that in [11]. However, the approach in [11] does not fulfil the partition of unity property for the blending function $N^{i}$ in the one-ring neighbourhood elements of an extraordinary point. Herein it is demonstrated how this deficiency can be repaired.

### 5.1. The unstructured T-spline mesh

Figure 6 shows an unstructured quadratic T-spline mesh. For definition of the terms anchors, edges and elements, reference is made to [31].


Figure 6. Example for an unstructured quadratic T-spline mesh. All non-zero knot intervals are assumed to be uniform. The two extraordinary points of valence three and five are marked with red. Spoke edges (green) touch an extraordinary point. Anchors with support in element g (light grey) are marked violet.

Extraordinary points are indicated with a red circle. Spoke edges are marked with green: they touch an extraordinary point. In order to build the Bézier extraction operator for each purple anchor that has a support in the light grey element $g$, the knot intervals of the neighbouring rectangles (marked orange) for element $g$ are required. Some anchors with support in $g$ do not require all their individual knot intervals in order to determine their Bézier extraction operator in g . This construction cannot be applied to the blue elements in the one-ring neighbourhood of the extraordinary points. These elements are called irregular elements, whereas the other elements are regular elements. For the irregular elements, generalised Bézier extraction will be utilised. Generalised Bézier extraction defines the transpose of the Bézier extraction operator, $\underline{\underline{\mathbf{C}}}_{e}^{T}$. The blending functions $\underline{\boldsymbol{N}}_{e}$ in an element of a T-spline mesh can be expressed as a linear combination of the Bernstein polynomials utilising the Bézier extraction operator

$$
\begin{equation*}
\underline{\boldsymbol{N}}_{e}=\underline{\underline{\mathbf{C}}}_{e} \underline{\boldsymbol{B}}_{e}, \tag{50}
\end{equation*}
$$

where the vector $\underline{\boldsymbol{B}}_{e}$ contains the bivariate Bernstein polynomials. The $a=1 \ldots p+1$ univariate Bernstein polynomials $B_{\ell}^{a}$ of order $p_{\ell}$ are defined over the interval $\tilde{\xi}_{\ell} \in[-1,1]$ by

$$
\begin{equation*}
B_{\ell}^{a}\left(\tilde{\xi}_{\ell}\right)=\frac{1}{2^{p_{\ell}}}\binom{p_{\ell}}{a-1}\left(1-\tilde{\xi}_{\ell}\right)^{p_{\ell}-(a-1)}\left(1+\tilde{\xi}_{\ell}\right)^{a-1} \tag{51}
\end{equation*}
$$

### 5.2. Generalised Bézier extraction

Generalised Bézier extraction yields a relation between Bézier control points $\underline{Q}_{e}$ and the control points $\underline{\boldsymbol{P}}_{e}$ with support in element $e$

$$
\begin{equation*}
\underline{\boldsymbol{Q}}_{e}=\underline{\mathbf{C}}_{e}^{T} \underline{\boldsymbol{P}}_{e} \tag{52}
\end{equation*}
$$

Each quadratic element has nine Bézier control points - one face point $\underline{\boldsymbol{Q}}_{5}^{f}$, four edge points $\underline{\boldsymbol{Q}}_{2}^{e}, \underline{\boldsymbol{Q}}_{4}^{e}$, $\underline{\boldsymbol{Q}}_{6}^{e}, \underline{\boldsymbol{Q}}_{8}^{e}$ and four vertex points $\underline{\boldsymbol{Q}}_{1}^{v}, \underline{\boldsymbol{Q}}_{3}^{v}, \underline{\boldsymbol{Q}}_{7}^{v}, \underline{\boldsymbol{Q}}_{9}^{v}$ as depicted in Figure 7 (a). Herein, it is assumed that all non-zero knot intervals are uniform. The general case for non-uniform knot-intervals is considered in [11] for the cubic case.


Figure 7. (a) The nine Bézier control points $\underline{\boldsymbol{Q}}$ for a Bézier element. (b) The control point $\underline{\boldsymbol{P}}_{A}$ corresponds to the anchor in this element. (c) An edge Bézier control point $\underline{Q}^{e}$ is written in terms of neighbouring face Bézier control points $\underline{Q}^{f}$ in Equation (54). (d) A vertex Bézier control point $\underline{\boldsymbol{Q}}^{v}$ is written in terms of neighbouring face Bézier control points $\underline{Q}^{f}$ in Equation (55).

The face point $\underline{Q}_{5}^{f}$ (cf. Figure 7(b)) is determined as

$$
\begin{equation*}
\underline{\boldsymbol{Q}}_{5}^{f}=\underline{\boldsymbol{P}}_{\mathrm{A}} \tag{53}
\end{equation*}
$$

where $\underline{\boldsymbol{P}}_{\mathrm{A}}$ denotes the control point coordinate of anchor A. The edge vertex $\underline{\boldsymbol{Q}}^{e}$ in Figure 7(c) is computed with

$$
\begin{equation*}
\underline{\boldsymbol{Q}}^{e}=\frac{1}{2} \underline{\boldsymbol{Q}}_{a}^{f}+\frac{1}{2} \underline{\boldsymbol{Q}}_{b}^{f} \tag{54}
\end{equation*}
$$

and the vertex point $\underline{Q}^{v}$ of Figure 7(d) is obtained utilising

$$
\begin{equation*}
\underline{\boldsymbol{Q}}^{v}=\sum_{k=1}^{K} \frac{1}{4} \underline{\boldsymbol{Q}}_{k}^{f}, \tag{55}
\end{equation*}
$$

where it was assumed that $\underline{Q}^{v}$ is the vertex of $K$ elements.
After computing $\underline{\underline{\mathbf{C}}}_{e}^{T}$ exploiting the generalised Bézier extraction for the one-ring neighbourhood elements, the T-spline mesh is non-standard, i. e. the blending functions $N$ do not fulfil the partition
of unity property. Also, the Bézier extraction operators are non-square matrices for the elements in the one-ring neighbourhood of an extraordinary point. $\underline{\mathbf{C}}_{e}$ has full row rank for the one-ring neighbourhood elements of an extraordinary point with valence three - the blending functions are locally linearly independent. For the one-ring neighbourhood elements of an extraordinary point with valence five, $\underline{\underline{\mathbf{C}}}_{e}$ does not have full row rank and therefore, the blending functions are locally linearly dependent. Along spoke edges there is $\mathcal{C}_{\mathrm{A}}^{0}$-continuity. Furthermore, the one-ring neighbourhood elements of the extraordinary point (the irregular elements) are $\mathcal{C}_{\mathrm{A}}^{1}$-continuous with the two-ring neighbourhood elements of the extraordinary points. Next, it will be explained how to enforce $\mathcal{C}_{\mathrm{A}}^{1}$-continuity along spoke edges while preserving $\mathcal{C}_{\mathrm{A}}^{1}$-continuity between the one- and tworing neighbourhood elements. Moreover, the partition of unity property of the blending functions $N$ will be fulfilled.

### 5.3. Modifying the Bézier extraction operator

This section shows how to modify the coefficients of the Bézier extraction operator $\underline{\underline{\mathbf{C}}}_{e}$ in the onering neighbourhood elements of an extraordinary point. In a first step, the Bézier extraction operator $\underline{\underline{\mathbf{C}}}_{e}$ is elevated from degree two to degree four. This is achieved by utilising the degree elevation matrix $\underline{\underline{E}}^{2,4}$, cf. [32]. Degree elevating the blending functions $\underline{\boldsymbol{N}}_{e}$ in Equation (50) with support in element $e$ results in

$$
\begin{equation*}
\underline{\boldsymbol{N}}_{e}=\underline{\underline{\mathbf{C}}}_{e}^{2} \underline{\boldsymbol{B}}_{e}^{2}=\underline{\underline{\mathbf{C}}}_{e}^{2} \underline{\underline{\mathbf{E}}}^{2,3} \underline{\boldsymbol{B}}_{e}^{3}=\underline{\underline{\mathbf{C}}}_{e}^{2} \underline{\underline{\mathbf{E}}}^{2,3} \underline{\underline{\mathbf{E}}}^{3,4} \underline{\boldsymbol{B}}_{e}^{4}=\underline{\underline{\mathbf{C}}}_{e}^{2} \underline{\underline{\mathbf{E}}}^{2,4} \underline{\boldsymbol{B}}_{e}^{4}=\underline{\underline{\mathbf{C}}}_{e}^{4} \underline{\boldsymbol{B}}_{e}^{4}, \tag{56}
\end{equation*}
$$

where the superscript was added in order to indicate the degree. It can be observed from Equation (56) that degree elevation does not change the blending functions $\underline{N}_{e}$. Also, degree elevation does not change local dependencies that may exist, i. e. the row rank of $\underline{\underline{\mathbf{C}}}_{e}$ is not affected. After degree elevation, each blending function $N$ with support over a Bézier element in the one-ring neighbourhood has 25 Bézier coefficients $c_{\alpha, \beta}$ (cf. Figure 8(a))

$$
\begin{equation*}
N(\underline{\boldsymbol{\xi}})=\sum_{\alpha=1}^{5} \sum_{\beta=1}^{5} c_{\alpha, \beta} B_{\alpha, \beta}(\underline{\boldsymbol{\xi}}) . \tag{57}
\end{equation*}
$$


(a)

(b)

Figure 8. After degree elevation, a blending function with support in a one-ring neighbourhood element has 25 Bézier coefficients $c_{\alpha, \beta}$ in each one-ring neighbourhood element. (b) Bézier coefficients along a spoke edge that are involved in the $\mathcal{G}^{1}$-continuity constraint of Equation (62).

Assume that $a=1 \ldots A$ blending functions $N^{a}$ have a support over at least two of the $b=1 \ldots B$ one-ring neighbourhood elements and $c=1 \ldots C$ blending functions $N^{c}$ have a support in only one one-ring neighbourhood elements. Now, the coefficients of the Bézier extraction operator of all blending functions $N^{a}$ and $N^{c}$ have to be perturbed. The initial coefficients of the Bézier extraction
operator are denoted with $c_{\alpha, \beta}^{a, b}, c_{\alpha, \beta}^{c, b}$ and the modified coefficients with $\tilde{c}_{\alpha, \beta}^{a, b}, \tilde{c}_{\alpha, \beta}^{c, b}$. The following constrained linear least square problem needs to be solved for each extraordinary point

$$
\begin{equation*}
\min _{\tilde{\underline{\tilde{c}}} \in S}\|\underline{\underline{\mathbf{F}}} \underline{\tilde{\boldsymbol{c}}}-\underline{\boldsymbol{f}}\|_{2}, \quad S=\left\{\underline{\tilde{\tilde{c}}} \mid\|\underline{\underline{\mathbf{G}}} \underline{\tilde{\boldsymbol{c}}}-\underline{\boldsymbol{g}}\|_{2}=\min \right\} \tag{58}
\end{equation*}
$$

with the fairing matrix $\underline{\underline{F}}$, the fairing vector $\underline{f}$, the constraint matrix $\underline{\underline{G}}$ and the constraint vector $\underline{g}$. The problem in Equation (58) can be transformed into an unconstrained linear least square problem [33].

The following constraints are assembled into $\underline{\underline{F}}$ and $\underline{\boldsymbol{f}}$ in Equation (58)

$$
\begin{array}{ll}
\tilde{c}_{\alpha, \beta}^{a, b}-\tilde{c}_{\alpha, \beta+1}^{a, b}=c_{\alpha, \beta}^{a, b}-c_{\alpha, \beta+1}^{a, b} & \text { for } 1 \leq \alpha \leq 5,1 \leq \beta \leq 4,1 \leq a \leq A, 1 \leq b \leq B, \\
\tilde{c}_{\alpha, \beta}^{a, b}-\tilde{c}_{\alpha+1, \beta}^{a, b}=c_{\alpha, \beta}^{a, b}-c_{\alpha+1, \beta}^{a, b} & \text { for } 1 \leq \alpha \leq 4,1 \leq \beta \leq 5,1 \leq a \leq A, 1 \leq b \leq B,  \tag{59}\\
\tilde{c}_{\alpha, \beta}^{c, b}-\tilde{c}_{\alpha+1, \beta}^{c, b}=c_{\alpha, \beta}^{c, b}-c_{\alpha+1, \beta}^{c, b} & \text { for } 1 \leq \alpha \leq 5,1 \leq \beta \leq 4,1 \leq c \leq C, 1 \leq b \leq B, \\
\tilde{c}_{\alpha, \beta}^{c, b}-\tilde{c}_{\alpha+1, \beta}^{c, b}=c_{\alpha, \beta}^{c, b}-c_{\alpha+1, \beta}^{c, b} & \text { for } 1 \leq \alpha \leq 4,1 \leq \beta \leq 5,1 \leq c \leq C, 1 \leq b \leq B .
\end{array}
$$

The fairing equations in Equation (59) prevent oscillations between neighbouring coefficients of the Bézier extraction operator when perturbing the coefficients $c_{\alpha, \beta}$.

Suppose that $\alpha=1, \beta=1$ marks the Bézier control point at the extraordinary point, see Figure $8(\mathrm{a})$. In order to preserve $\mathcal{C}_{\mathrm{A}}^{1}$-continuity between one and two-ring neighbourhood elements, the constraints

$$
\begin{array}{ll}
\tilde{c}_{\alpha, \beta}^{a, b}=c_{\alpha, \beta}^{a, b} & \text { for } 1 \leq \alpha \leq 5,4 \leq \beta \leq 5,1 \leq a \leq A, 1 \leq b \leq B, \\
\tilde{c}_{\alpha, \beta}^{a, b}=c_{\alpha, \beta}^{a, b} & \text { for } 4 \leq \alpha \leq 5,2 \leq \beta \leq 3,1 \leq a \leq A, 1 \leq b \leq B \tag{60}
\end{array}
$$

are assembled into $\underline{\underline{G}}$ and $\underline{g}$ in Equation (58) for blending functions that are non-zero in at least two one-ring neighbourhood elements. Blending functions that are non-zero in only one one-ring neighbourhood element are not allowed to change by enforcing

$$
\begin{equation*}
\tilde{c}_{\alpha, \beta}^{c, b}=c_{\alpha, \beta}^{c, b} \quad \text { for } 1 \leq \alpha \leq 5,1 \leq \beta \leq 5,1 \leq c \leq C, 1 \leq b \leq B \tag{61}
\end{equation*}
$$

In order to get $\mathcal{C}_{\mathrm{A}}^{1}$-continuity along spoke edges (between one-ring neighbourhood elements $k-1$ and $k$ in Figure 8(b)) for the blending function $N$ that is non-zero in at least two one-ring neighbourhood elements, the $\mathcal{G}^{1}$-continuity condition (see also $[34,35]$ )

$$
\begin{align*}
& f(\xi)=\left.r(\xi) \frac{\partial N^{k-1}(\xi, \eta)}{\partial \eta}\right|_{\eta=0}+\left.s(\xi) \frac{\partial N^{k}(\xi, \eta)}{\partial \xi}\right|_{\eta=0}+\left.t(\xi) \frac{\partial N^{k}(\xi, \eta)}{\partial \eta}\right|_{\eta=0} \\
&=r(\xi) N_{, \eta}^{k-1}(\xi)+s(\xi) N_{, \xi}^{k}(\xi)+t(\xi) N_{, \eta}^{k}(\xi)=0 \tag{62}
\end{align*}
$$

can be exploited since it was pointed out in [12] that this $\mathcal{G}^{1}$-condition yields $\mathcal{C}_{\mathrm{A}}^{1}$-continuous blending functions (see also Section 2.4).

In the following, the notation

$$
\begin{equation*}
\sum_{i=1}^{p+1} c_{i} B_{i}^{p}(\xi)=\left\langle c_{1}, c_{2}, \ldots, c_{p+1}\right\rangle^{p}(\xi) \tag{63}
\end{equation*}
$$

will be used. The polynomials $r(\xi), s(\xi)$ and $t(\xi)$ in Equation (62) are taken as

$$
\begin{equation*}
r(\xi)=1, \quad s(\xi)=\langle\zeta, 0,0\rangle^{2}(\xi), \quad t(\xi)=1 \tag{64}
\end{equation*}
$$

where $\zeta$ is computed from

$$
\begin{equation*}
\zeta=-2 \cos (\theta), \quad \theta=\frac{2 \pi}{B} \tag{65}
\end{equation*}
$$

Using Equations (63) and (64) the three terms in Equation (62) can be reworked as:

$$
\begin{align*}
r(\xi) N_{, \eta}^{k-1}(\xi) & =4\left\langle\tilde{c}_{1,2}^{k-1}-\tilde{c}_{1,1}^{k}, \tilde{c}_{2,2}^{k-1}-\tilde{c}_{1,2}^{k}, \tilde{c}_{3,2}^{k-1}-\tilde{c}_{1,3}^{k}, \tilde{c}_{4,2}^{k-1}-\tilde{c}_{1,4}^{k}, \tilde{c}_{5,2}^{k-1}-\tilde{c}_{1,5}^{k}\right\rangle^{4}(\xi),  \tag{66}\\
s(\xi) N_{, \xi}^{k}(\xi) & =\langle\zeta, 0,0\rangle^{2}(\xi) 4\left\langle\tilde{c}_{1,2}^{k}-\tilde{c}_{1,1}^{k} \tilde{c}_{1,3}^{k}-\tilde{c}_{1,2}^{k}, \tilde{c}_{1,4}^{k}-\tilde{c}_{1,3}^{k}, \tilde{c}_{1,5}^{k}-\tilde{c}_{1,4}^{k}\right\rangle^{3}(\xi),  \tag{67}\\
t(\xi) N_{, \eta}^{k}(\xi) & =4\left\langle\tilde{c}_{2,1}^{k}-\tilde{c}_{1,1}^{k}, \tilde{c}_{2,2}^{k}-\tilde{c}_{1,2}^{k}, \tilde{c}_{2,3}^{k}-\tilde{c}_{1,3}^{k}, \tilde{c}_{2,4}^{k}-\tilde{c}_{1,4}^{k}, \tilde{c}_{2,5}^{k}-\tilde{c}_{1,5}^{k}\right\rangle^{4}(\xi) . \tag{68}
\end{align*}
$$

Since the term in Equation (67) is quintic, the degree of $N_{, \xi}^{k}$ needs to be reduced using the transformation matrix $\underline{\underline{D}}^{3,2}$ [32]

$$
\begin{equation*}
\underline{\underline{\mathbf{D}}}^{3,2}=\left(\underline{\underline{\mathbf{E}}}^{2,3}\right)^{T}\left[\underline{\underline{\mathbf{E}}}^{2,3}\left(\underline{\underline{\mathbf{E}}}^{2,3}\right)^{T}\right]^{-1} \tag{69}
\end{equation*}
$$

Reducing the degree of $N_{, \xi}^{k}(\xi)$ in Equation (67) then results in

$$
\begin{align*}
& N_{, \xi}^{k}(\xi)=4\left\langle-\frac{19}{20} \tilde{c}_{1,1}^{k}+\frac{16}{20} \tilde{c}_{1,2}^{k}\right.+\frac{6}{20} \tilde{c}_{1,3}^{k}-\frac{4}{20} \tilde{c}_{1,4}^{k}+\frac{1}{20} \tilde{c}_{1,5}^{k} \\
& \frac{5}{20} \tilde{c}_{1,1}^{k}-\tilde{c}_{1,2}^{k}+\tilde{c}_{1,4}^{k}-\frac{5}{20} \tilde{c}_{1,5}^{k} \\
&\left.-\frac{1}{20} \tilde{c}_{1,1}^{k}+\frac{4}{20} \tilde{c}_{1,2}^{k}-\frac{6}{20} \tilde{c}_{1,3}^{k}-\frac{16}{20} \tilde{c}_{1,4}^{k}+\frac{19}{20} \tilde{c}_{1,5}^{k}\right\rangle^{2}(\xi) \tag{70}
\end{align*}
$$

which, for Equation (67), gives:

$$
\begin{align*}
s(\xi) N_{, \xi}^{k}(\xi)=4 \zeta\left\langle-\frac{19}{20} \tilde{c}_{1,1}^{k}+\right. & \frac{16}{20} \tilde{c}_{1,2}^{k}+\frac{6}{20} \tilde{c}_{1,3}^{k}-\frac{4}{20} \tilde{c}_{1,4}^{k}+\frac{1}{20} \tilde{c}_{1,5}^{k}, \\
& \frac{5}{40} \tilde{c}_{1,1}^{k}-\frac{1}{2} \tilde{c}_{1,2}^{k}+\frac{1}{2} \tilde{c}_{1,4}^{k}-\frac{5}{40} \tilde{c}_{1,5}^{k}, \\
- & \left.\frac{1}{120} \tilde{c}_{1,1}^{k}+\frac{4}{120} \tilde{c}_{1,2}^{k}-\frac{6}{120} \tilde{c}_{1,3}^{k}-\frac{16}{120} \tilde{c}_{1,4}^{k}+\frac{19}{120} \tilde{c}_{1,5}^{k}, 0,0\right\rangle^{4}(\xi) . \tag{71}
\end{align*}
$$

In order to satisfy Equation (62), Equations (66), (68) and (71) are exploited to make vanish the following terms:

$$
\begin{gather*}
\tilde{c}_{1,2}^{k-1}-\tilde{c}_{1,1}^{k}+\zeta\left(-\frac{19}{20} \tilde{c}_{1,1}^{k}+\frac{16}{20} \tilde{c}_{1,2}^{k}+\frac{6}{20} \tilde{c}_{1,3}^{k}-\frac{4}{20} \tilde{c}_{1,4}^{k}+\frac{1}{20} \tilde{c}_{1,5}^{k}\right)+\tilde{c}_{2,1}^{k}-\tilde{c}_{1,1}^{k}=0,  \tag{72}\\
4\left(\tilde{c}_{2,2}^{k-1}-\tilde{c}_{1,2}^{k}\right)+\zeta\left(\frac{1}{2} \tilde{c}_{1,1}^{k}-2 \tilde{c}_{1,2}^{k}+2 \tilde{c}_{1,4}^{k}-\frac{1}{2} \tilde{c}_{1,5}^{k}\right)+4\left(\tilde{c}_{2,2}^{k}-\tilde{c}_{1,2}^{k}\right)=0,  \tag{73}\\
4\left(\tilde{c}_{3,2}^{k-1}-\tilde{c}_{1,3}^{k}\right)+\zeta\left(-\frac{1}{30} \tilde{c}_{1,1}^{k}+\frac{4}{30} \tilde{c}_{1,2}^{k}-\frac{6}{30} \tilde{c}_{1,3}^{k}-\frac{16}{30} \tilde{c}_{1,4}^{k}+\frac{19}{30} \tilde{c}_{1,5}^{k}\right)+4\left(\tilde{c}_{2,3}^{k}-\tilde{c}_{1,3}^{k}\right)=0,  \tag{74}\\
\tilde{c}_{4,2}^{k-1}-\tilde{c}_{1,4}^{k}+\tilde{c}_{2,4}^{k}-\tilde{c}_{1,4}^{k}=0,  \tag{75}\\
\tilde{c}_{5,2}^{k-1}-\tilde{c}_{1,5}^{k}+\tilde{c}_{2,5}^{k}-\tilde{c}_{1,5}^{k}=0 . \tag{76}
\end{gather*}
$$

Moreover, the fourth derivative of $f(\xi)$ has to vanish. This constraint results in

$$
\begin{equation*}
\tilde{c}_{1,1}^{k}-4 \tilde{c}_{1,2}^{k}+6 \tilde{c}_{1,3}^{k}-4 \tilde{c}_{1,4}^{k}+\tilde{c}_{1,5}^{k}=0 \tag{77}
\end{equation*}
$$

Equations (72) - (77) need to be assembled in $\underline{\underline{\mathbf{G}}}$ and $\underline{\underline{g}}$ along all spoke edges for all blending functions that are non-zero in at least two one-ring neighbourhood elements.

In order to fulfil the partition of unity property [31], the following equation must be satisfied for all blending function that are non-zero in at least one one-ring neighbourhood element

$$
\sum_{a=1}^{A} \tilde{c}_{\alpha, \beta}^{a, b}+\sum_{c=1}^{C} \tilde{c}_{\alpha, \beta}^{c, b}=1 \quad\left\{\begin{array}{l}
\text { for } 1 \leq \alpha \leq 3,1 \leq \beta \leq 3  \tag{78}\\
\text { in all one-ring neighbourhood elements } b=1 \ldots B
\end{array}\right.
$$

Computing the term

$$
\begin{equation*}
\|\underline{\underline{\mathbf{G}}} \underline{\underline{c}}-\underline{\boldsymbol{g}}\|_{2} \tag{79}
\end{equation*}
$$

after solving Equation (58) results in a computed zero (i.e. within machine precision), so that all the imposed constraints are satisfied.

Upon solution of the constrained linear least square problem in Equation (58), the support of the blending functions that are non-zero in two one-ring neighbourhood elements has changed, see Figure 9.


Figure 9. Modifying the Bézier coefficients $c_{\alpha, \beta}$ in the one-ring neighbourhood elements of an extraordinary point (red) results in a modified support of blending functions $N$ that are non-zero in two one-ring neighbourhood elements after generalised Bézier extraction: green marks the support of the two blue blending functions (a) before and (b) after solving the constrained least square problem in Equation (58).

The Bézier extraction operators $\underline{\underline{\mathbf{C}}}_{e}$ for the one-ring neighbourhood elements of an extraordinary point are not square matrices, i. e. hierarchical refinement [31] or Bézier projection [32] are not applicable. For the one-ring neighbourhood elements of the extraordinary point with valence three, the Bézier extraction operator $\underline{\underline{\mathbf{C}}}_{e}$ has full row rank - the blending functions $N$ are locally linearly independent. The blending functions $N$ are locally linearly dependent for the one-ring neighbourhood elements of the extraordinary point with valence five since $\underline{\underline{\mathbf{C}}}_{e}$ does not have full row rank.

Figures 10 and 11 show a blending function $N$ and its first derivatives $N_{, x}$ and $N_{, y}$ in the physical domain before and after modifying the Bézier coefficients $c_{\alpha, \beta}$. It can be seen that $N_{, x}$ and $N_{, y}$ are continuous after smoothing. Thus, the blending functions $N$ are $\mathcal{C}_{\mathrm{A}}^{1}$-continuous. Modifying the Bézier coefficients $c_{\alpha, \beta}$ for the cubic case such that the unstructured T-spline mesh fulfils the partition of unity property for the blending functions $N$ and is $C_{\mathrm{A}}^{1}$-continuous around the extraordinary points has been considered in [29].

If a T-spline mesh does not fulfil the partition of unity property it is non-analysis-suitable according to [36]. However, analysis can also be performed with non-analysis-suitable T-spline meshes, see also the discussion of the term "analysis-suitable" in [31]. For instance, the unstructured T-spline meshes utilised in [37-45] are non-analysis-suitable T-spline meshes since the blending functions do not fulfil the partition of unity property in the one-ring neighbourhood elements of an extraordinary point.

Furthermore, it was concluded in [46] that the unstructured T-spline mesh in [42] is an analysissuitable T-spline. Unfortunately, it was not taken into account in [46] that the blending functions of an analysis-suitable T-spline have to fulfil the partition of unity property which is not the case for the unstructured T -spline meshes in [42]. This shows that it may not be possible to conclude from the topology of an unstructured T-spline mesh whether it fulfils the partition of unity property or not and that instead, the Bézier extraction operator should be exploited as in [31].


Figure 10. Contour plots of a quadratic blending function $N$ and its derivatives $N_{, x}, N_{, y}$ in the physical domain before (a)-(c) and after (d)-(f) smoothing. The blending function corresponds to an anchor that is located in the one-ring neighbourhood of the extraordinary point of valence five.


Figure 11. Contour plots of a quadratic blending function $N$ and its derivatives $N_{, x}, N_{, y}$ in the physical domain before (a)-(c) and after (d)-(f) smoothing. The blending function corresponds to an anchor that is located in the two-ring neighbourhood of the extraordinary point of valence five.

## 6. THE REPRESENTATION OF A DISC WITH NURBS, T-SPLINES, NURBS-TO-NURPS AND POWELL-SABIN B-SPLINES

In Section 7, an analysis will be carried out for a Kirchhoff-Love plate with a circular geometry. Therefore, we now create a number of discretisations for this geometry using NURBS, NURBS-to-
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a circular boundary exactly, while the unstructured T-spline and Powell-Sabin B-spline mesh only approximate the circle.

### 6.1. Representation of a disc with NURBS

### 6.1.1. Single patch

An area with a circular boundary can be created with a single quadratic NURBS patch (or one element) using nine control points, see Figure 12(a). The isoparametric lines indicate where singularities blue (i. e. the determinant of the Jacobian matrix $\mathbf{J}$ in Equation (48) vanishes) are introduced: at control points one, three, seven and nine, see also [ $\overline{47}$ ]. Uniform $h$-refinement will be applied for the convergence study in Section 7.


Figure 12. Representation of a disc using NURBS with (a) one single quadratic element / patch and (b) a polar parameterisation using four patches.

### 6.1.2. Polar parameterisation

Another possibility to construct a circle is by a polar parameterisation with 27 control points that uses four NURBS patches, Figure 12(b). This results in a singular / degenerated point in the centre where the determinant of the Jacobian matrix $\mathbf{J}$ in Equation (48) vanishes. Also, four $\mathcal{C}_{\mathrm{A}}^{0}$-continuity lines (orange) are introduced. As for the single NURBS-patch from the previous section, uniform $h$-refinement will be applied for the convergence study in Section 7. $h$-refinement does not change the number of $\mathcal{C}_{\mathrm{A}}^{0}$-continuity lines.

The bending strip method proposed in [10] will be employed in Section 7 at these $\mathcal{C}_{\mathrm{A}}^{0}$-continuity lines. The bending strip method adds a stiffness matrix of the form

$$
\begin{equation*}
\underline{\underline{\mathbf{K}}}_{B S}=\int_{\Omega} \underline{\underline{\mathbf{B}}}^{T} \underline{\underline{\mathbf{Q}}}^{T} \underline{\underline{\mathbf{D}}} B S \underline{\underline{\mathbf{Q}}} \underline{\underline{\mathbf{B}}} \underline{\underline{\boldsymbol{w}}} \mathrm{~d} x \mathrm{~d} y \tag{80}
\end{equation*}
$$

to Equation (23) at the interfaces between patches in order to regain $\mathcal{C}_{A}^{1}$-continuity in an approximate sense. In Equation (80)

$$
\underline{\underline{\mathbf{D}}}_{B S}=\frac{h^{3}}{12}\left[\begin{array}{ccc}
E_{B S} & 0 & 0  \tag{81}\\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right]
$$

represents the penalty matrix with the penalty bending stiffness $E_{B S}$ and

$$
\underline{\underline{\mathbf{Q}}}=\left[\begin{array}{ccc}
n_{1} & n_{2} & 0  \tag{82}\\
-n_{2} & n_{1} & 0 \\
0 & 0 & 1
\end{array}\right]
$$

is the rotation matrix with the normal vector $\underline{n}$ of the bending strip. The rotation matrix $\underline{\underline{\mathbf{Q}}}$ aligns the bending matrix $\underline{\underline{\mathbf{D}}}_{B S}$ with the bending direction.

### 6.2. Representation of a disc using unstructured T-splines

The approach from Section 5 generates $\mathcal{C}_{\mathrm{A}}^{1}$-continuous blending functions that fulfil the partition of unity property for an unstructured quadratic T-spline mesh with extraordinary points. The T-spline mesh for the circular disc is shown for the index domain in Figure 13(a).

$$
\text { - Anchors - Edges } \quad \text { Elements }
$$


(a)

(b)

Figure 13. An unstructured quadratic T-spline mesh in (a) the index domain and (b) in the physical domain. (a) Extraordinary points are marked red, spoke edges green and one-ring neighbourhood elements of an extraordinary point blue. (b) The T-spline mesh in the physical domain only approximates the circular boundary.

A circular geometry cannot be represented exactly without double knots, see [48]. Hence, the unstructured quadratic T-spline mesh can only approximate the circular geometry since it is $\mathcal{C}_{\mathrm{A}^{-}}^{1}$ continuous in the entire domain. The $n_{B}$ control points on the boundary $\underline{\boldsymbol{P}}_{B}^{i}$ are determined by solving

$$
\begin{equation*}
\sum_{i=1}^{n_{B}} N^{i}\left(\bar{\xi}_{k}\right) \underline{\boldsymbol{P}}_{B}^{i}=\underline{\boldsymbol{S}}_{\text {Circle }}\left(\bar{\xi}_{k}\right) \quad \text { for } k=1 \ldots n_{B} \tag{83}
\end{equation*}
$$

$\bar{\xi}$ is the coordinate along the circle with $0 \leq \bar{\xi} \leq 360$, and $\underline{\boldsymbol{S}}_{\text {Circle }}\left(\bar{\xi}_{k}\right)$ the curve representing the circle. Along the boundary are $n_{B}$ elements. The centre of each boundary element is located at

$$
\begin{equation*}
\bar{\xi}_{k}=\frac{360}{n_{B}} k+\frac{180}{n_{B}} \quad \text { for } k=1 \ldots n_{B} . \tag{84}
\end{equation*}
$$

Substituting $\bar{\xi}_{k}$ from Equation (84) into Equation (83) results in the following system

$$
\left[\begin{array}{cccccccc}
\frac{6}{8} & \frac{1}{8} & 0 & 0 & 0 & \ldots & 0 & \frac{1}{8}  \tag{85}\\
\frac{8}{8} & \frac{6}{8} & \frac{1}{8} & 0 & 0 & \ldots & 0 & 0 \\
0 & \frac{8}{8} & \frac{6}{8} & \frac{1}{8} & 0 & \ldots & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
\frac{1}{8} & 0 & 0 & 0 & 0 & \ldots & \frac{1}{8} & \frac{6}{8}
\end{array}\right]\left[\begin{array}{c}
\underline{\boldsymbol{P}}_{B}^{1}{ }^{T} \\
\underline{\boldsymbol{P}}_{B}^{2} \\
\underline{\boldsymbol{P}}_{B}^{3}{ }^{3} \\
\vdots \\
\underline{\boldsymbol{P}}_{B}^{n_{B} T}
\end{array}\right]=\left[\begin{array}{c}
\boldsymbol{S}_{\text {Circle }}^{T}\left(\bar{\xi}_{1}\right) \\
\underline{\boldsymbol{S}}_{\text {Circle }}^{T}\left(\bar{\xi}_{2}\right) \\
\underline{\boldsymbol{S}}_{\text {Circle }}^{T}\left(\bar{\xi}_{3}\right) \\
\vdots \\
\underline{\boldsymbol{S}}_{\text {Circle }}^{T}\left(\bar{\xi}_{n_{B}}\right)
\end{array}\right],
$$

which can be solved for the control points on the boundary $\underline{\boldsymbol{P}}_{B}^{i}$. The values in the matrix of Equation (85) stem from

$$
\left[\begin{array}{c}
N^{k-1}\left(\xi_{k}\right)  \tag{86}\\
N^{k}\left(\xi_{k}\right) \\
N^{k+1}\left(\xi_{k}\right)
\end{array}\right]=\left[\begin{array}{ccc}
\frac{1}{2} & 0 & 0 \\
\frac{1}{2} & 1 & \frac{1}{2} \\
0 & 0 & \frac{1}{2}
\end{array}\right]\left[\begin{array}{l}
B^{1}\left(\xi_{k}\right) \\
B^{2}\left(\xi_{k}\right) \\
B^{3}\left(\xi_{k}\right)
\end{array}\right]=\left[\begin{array}{ccc}
\frac{1}{2} & 0 & 0 \\
\frac{1}{2} & 1 & \frac{1}{2} \\
0 & 0 & \frac{1}{2}
\end{array}\right]\left[\begin{array}{c}
\frac{1}{4} \\
\frac{2}{4} \\
\frac{1}{4}
\end{array}\right]=\left[\begin{array}{c}
\frac{1}{8} \\
\frac{6}{8} \\
\frac{1}{8}
\end{array}\right] .
$$

The location of the control points in the interior of the T-spline mesh in Figure 13 is determined by solving

$$
\begin{equation*}
\frac{\partial}{\partial \xi_{\beta}}\left(\frac{\partial x_{\alpha}}{\partial \xi_{\beta}}+\frac{\partial x_{\beta}}{\partial \xi_{\alpha}}\right)=0 \tag{87}
\end{equation*}
$$

in the sub-parameter domain $\xi_{\alpha}$, while the location of the control points on the boundary $\underline{\boldsymbol{P}}_{B}^{i}$ of the disc is prescribed. The resulting T-spline mesh in the physical domain is depicted in Figure 13(b). Two T-spline meshes with a different refinement level are not nested - for each refinement level, Equations (85) and (87) are solved for the determination of the control points. As already discussed in Section 5, the Bézier extraction operators $\underline{\underline{\mathbf{C}}}_{e}$ for the elements in the one-ring neighbourhood of an extraordinary point are not square matrices. $\overline{\text { Hence, these elements cannot be refined hierarchically }}$ as in [31] and the Bézier projection procedure [32] cannot be applied since the inverse of Bézier extraction operator - the reconstruction operator - is required.

### 6.3. Representation of a disc using the NURBS-to-NURPS methodology

We now transform the single NURBS patch of Section 6.1.1 into a NURPS mesh (NURBS-toNURPS) following [16]. The boundary of the NURBS-to-NURPS matches exactly the boundary defined by the single NURBS patch, see Figure 14. In order to represent the circular boundary exactly, the Powell-Sabin triangles that correspond to the corners $\underline{\boldsymbol{\xi}}=(0,0) ;(0,1) ;(1,0) ;(1,1)$ in the parameter domain need to be degenerated into a line in the physical domain $\underline{x}$ (dashed lines in Figure 14(c) and Figure 14(d)). It is noted that the NURBS-to-NURPS approach is based on a single NURBS patch, and that a method for transforming multiple NURBS patches into a NURPS has so far not been proposed.

### 6.4. Representation of a disc with Powell-Sabin B-splines

A linear $\mathcal{C}_{\mathrm{A}}^{0}$ finite element triangulation $\mathcal{T}$ can be transformed into a $\mathcal{C}_{\mathrm{A}}^{1}$ Powell-Sabin B-spline mesh $\mathcal{T}^{*}$, see $[14,15]$. This corresponds to a NURPS mesh with the location of the control points $\underline{\boldsymbol{P}}_{i}^{j}=\underline{\boldsymbol{Q}}_{i}^{j}$ and for all weights $w_{i}^{j}=1$ in Equation (43), i. e. the parametric and the physical domains, $\underline{\boldsymbol{g}}$ and $\underline{x}$, respectively, are identical. For this case, the circular boundary of the disc is only approximated. The Powell-Sabin triangles on the boundary are constrained in such a way that one corner of the PowellSabin triangle is always equivalent to the vertex coordinate, see Figure 15. Upon mesh refinement, the Powell-Sabin triangles on the boundary progressively deteriorate into lines, see Figure 15(b).

## 7. NUMERICAL RESULTS

In this section the circular Kirchhoff-Love plate of Figure 16 is considered for two different boundary conditions: simply supported and clamped. The parameters are $E=2.1 \times 10^{5} \mathrm{MPa}$,


Figure 14. Generation of a NURBS-to-NURPS mesh from a single NURBS patch. From the left to the right column, the triangulation in the NURBS patch is refined. (a) and (b) show the triangulation $\mathcal{T}$ and PowellSabin refinement $\mathcal{T}^{*}$ in the parameter domain $\underline{\boldsymbol{\xi}}$. (c) and (d) show the NURBS-to-NURPS mesh in the physical domain $\underline{x}$; dashed lines connect the control points of the corners of the Powell-Sabin triangles. (e) and ( f ) show isoparametric lines for the NURBS and the NURBS-to-NURPS meshes in the physical domain $\underline{x}$. Upon refinement, the NURBS-to-NURPS representation converges to the NURBS parameterisation.


Figure 15. Approximation of a circle using Powell-Sabin B-splines for two different levels of refinement. The Powell-Sabin triangles on the boundary are constrained in such a way that one corner of each PowellSabin triangle is equivalent to the vertex.


Figure 16. Computational set-up for (a) the simply supported and (b) the clamped circular Kirchhoff-Love plate.
$\nu=0.3, p_{0}=0.16 \mathrm{MPa}, a=250 \mathrm{~mm}$ and $h=10 \mathrm{~mm}$. The analytical solutions $w_{\text {ex }}$ for both cases can be found in [25]. In the following, the results for the single NURBS patch from Section 6.1.1 will be plotted in all convergence plots for comparison. The $L_{2}$ error norm is computed from

$$
\begin{equation*}
w_{L_{2}}=\frac{\sqrt{\int_{\Omega}\left(w-w_{\mathrm{ex}}\right)^{2} \mathrm{~d} x \mathrm{~d} y}}{\sqrt{\int_{\Omega} w_{\mathrm{ex}}^{2} \mathrm{~d} x \mathrm{~d} y}} \tag{88}
\end{equation*}
$$

The convergence rate for the fourth order partial differential equation in Equation (13) is equal to two for quadratic basis functions $(p=2)$ according to [49],

$$
\begin{equation*}
w_{L_{2}} \leq C h^{\min (p+1,2 p-2)}=C h^{2} \tag{89}
\end{equation*}
$$

with the mesh size $h$ and a constant $C$. In order to transform Equation (89) onto the degrees of freedom DOF, the relation

$$
\begin{equation*}
h=\frac{p+1}{\sqrt{\mathrm{DOF}}} \tag{90}
\end{equation*}
$$

is used so that we obtain

$$
\begin{equation*}
w_{L_{2}} \leq \tilde{C} \mathrm{DOF}^{-1} \tag{91}
\end{equation*}
$$

For the NURBS and T-spline meshes, the deflection $w$ for the outer control points is set to zero for the simply supported case, while the deflection $w$ of the two outer rows of control points is set to zero for the clamped case. For the Powell-Sabin B-splines and NURBS-to-NURPS, the deflection $w$ of a control point associated to a vertex on the boundary is set to zero for the simply supported case if $\alpha_{k}^{j}>0$ holds in Equation (30)(a). For the clampled case, the deflection $w$ of all three control points which are associated to a vertex that lies on the boundary is set to zero.


Figure 17. Convergence plots for the single NURBS patch and for the polar NURBS parameterisation using four NURBS patches for (a) the simply supported and (b) the clamped boundary conditions.

Figure 17 shows the error in the $L_{2}$-norm when the circle is represented with four NURBS patches and a polar parameterisation with a singular point in the centre as in Section 6.1.2. For this $\left(\mathcal{G}^{1}, \mathcal{C}_{\mathrm{A}}^{0}\right)$ construction, the bending strip method has been applied along the $\mathcal{C}_{\mathrm{A}}^{0}$-continuity lines for different values of the penalty stiffness $E_{B S}$. The results do not converge well for the finer meshes. Moreover, the value of the penalty stiffness $E_{B S}$ for which the lowest error $w_{L_{2}}$ is obtained, is different for both boundary conditions.


Figure 18. Convergence plots for the single NURBS patch and the T-spline mesh for (a) the simply supported and (b) the clamped boundary conditions.

Figure 18 gives the results upon mesh refinement for the unstructured T-spline mesh from Section 6.2, again together with the results that stem from the single NURBS patch for comparison. In contrast to the previous $\left(\mathcal{G}^{1}, \mathcal{C}_{\mathrm{A}}^{0}\right)$-construction using the bending strip method, a constant convergence rate is observed for the simply supported and clamped case for the unstructured Tspline mesh. The error $w_{L_{2}}$ for the unstructured T-spline mesh is larger than the error $w_{L_{2}}$ for the single NURBS patch. A convergence study was also carried out for an unstructured T-spline mesh without the $\mathcal{G}^{1}$-construction that yields $\mathcal{C}_{A}^{1}$-continuous blending functions for the one-ring
neighbourhood elements, i. e. a T-spline mesh that is only $\mathcal{C}_{A}^{0}$-continuous along spoke edges and non-standard. This T-spline mesh gives almost identical results for the error $w_{L_{2}}$ and the results are not plotted in Figure 18 since they are not distinguishable from the error for standard T-spline meshes with $\mathcal{C}_{A}^{1}$-continuity along spoke edges.


Figure 19. Convergence plots for the single NURBS patch, the NURBS-to-NURPS approach and the PowellSabin B-splines for (a) the simply supported and (b) the clamped boundary conditions.

Finally, the results for the NURBS-to-NURPS configuration and for the standard Powell-Sabin B-spline computations are given in Figure 19. Unexpectedly, the Powell-Sabin B-spline mesh, which only approximates the geometry, gives the lowest error $w_{L_{2}}$ in case of the simply supported boundary conditions, even lower than the single NURBS patch. This is not the case for the clamped boundary conditions, but also then the standard Powell-Sabin B-spline mesh, which approximates the geometry, gives results that are superior to those from the NURBS-to-NURPS. A possible explanation is that the effect of the distorted elements (degenerated Powell-Sabin triangles), which are introduced by the NURBS-to-NURPS approach, is not compensated by the improved (exact) capturing of the boundary.

## 8. CONCLUDING REMARKS

In this paper a method has been developed to solve boundary value problems that stem from Kirchhoff-Love plate theory using quadratic Powell-Sabin B-splines. By virtue of the fact that these interpolation functions are $\mathcal{C}_{\mathrm{A}}^{1}$-continuous, the resulting fourth-order partial differential equation can be solved properly. Numerical efficiency is achieved by exploiting Bézier extraction, similar to procedures that have been developed for NURBS and T-splines [20, 21]. Further, the Bézier coefficients in an unstructured quadratic T-spline meshes have been modified such that the resulting mesh is $\mathcal{C}_{\mathrm{A}}^{1}$-continuous in the entire domain and fulfils the partition of unity property.

Quadratic Powell-Sabin B-splines have a disadvantage compared to NURBS as the geometry is generally not captured exactly. Conversely, the fact that they are $\mathcal{C}_{\mathrm{A}}^{1}$-continuous everywhere avoids using the bending strip method [10] for joined NURBS patches. Furthermore, using the PowellSabin technique, a $\mathcal{C}_{\mathrm{A}}^{1}$-continuous triangulations can be created from arbitrary discretisation as a pre-processing step and is simpler than having to deal with several NURBS patches or complex T-spline technology.

In a first assessment of the advantages and drawbacks of quadratic Powell-Sabin B-splines compared to NURBS and T-splines, a circular Kirchhoff-Love plate has been considered. Different representations of the disc have been examined, including a single NURBS patch, a polar parameterisation consisting of four joined NURBS patches, a T-spline mesh with extraordinary points, a NURBS-to-NURPS configuration, and Powell-Sabin B-splines. The numerical results show that the use of the bending strip method can impair convergence when the discretisation is refined. In all cases the single NURBS patch performed better than the NURBS patches or
the T-splines. The Powell-Sabin B-spline mesh performed almost as well as the single NURBS patch in the calculations for the clamped boundary conditions, and better than the single NURBS patch for the case with simply supported boundary conditions. For both cases the Powell-Sabin splines yielded more accurate results than the NURBS-to-NURPS approach. This observation comes somewhat at a surprise, since the geometry of the boundary is approximated in the PowellSabin B-spline mesh. The explanation may be that the inability of Powell-Sabin B-splines to capture the boundary exactly is more than off-set by the loss of accuracy that stems for the badly shaped triangles in the NURBS-to-NURPS discretisations.

## A. CODE SNIPPET FOR THE BÉZIER EXTRACTION PROCEDURE FOR NURPS

Algorithm 1 gives the Bézier extraction procedure in a Matlab code snippet for the evaluation of the stiffness matrix $\underline{\underline{\mathbf{K}}}$ and the force vector $\underline{f}$ in Equation (23).

```
Input: ControlPts, Weights, Bézier extraction operator C_Operator for all mini-triangles,
Connectivity Conn, Number of Gauss points ngauss
Output: Stiffness matrix K, force vector f
\% get the values of the Bernstein polynomials and their derivatives at the GPs of the barycentric coordinate system
交
\(\overline{\text { for }} i=1\) : ngauss do
    [B(:,i), dBdt1(:,i), dBdt2(:,i), d2Bdt1(:,i), d2Bdt2(:,i), d2Bdt1dt2(:,i),] =
    f_d1Bernstein(tildetau1(i),tildetau2(i));
end
```
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```
K = zeros(NoControlPts,NoControlPts);
f = zeros(NoControlPts,1);
% element loop (loop over triangles of triangulation }\mathcal{T}\mathrm{ )
for e=1:NoElements do
    % connectivity for this element
    sctr = Conn(e,:);
    elco = ControlPts(sctr,1:2);
    We = diag(Weights(sctr));
    we = Weights(sctr);
    Ke = zeros(length(sctr),length(sctr));
    fe = zeros(length(sctr),1);
    % loop over mini-triangles of triangulation }\mp@subsup{\mathcal{T}}{}{*
    for }n=1:6\mathrm{ do
        % Bézier extraction operator for this mini-triangle
        Cen = C_Operator{e,n};
        wb = Cen'*we;
        % loop over Gauss points
        for i=1 : ngauss do
            Wb = wb'*B(:,i);
            dWbdt1 = wb}\mp@subsup{}{}{\prime}*\textrm{dBdt}1(:,i)
            dWbdt2 = wb'*dBdt2(:,i);
            d2Wbdt1 = wb'*d2Bdt1;
            d2Wbdt2 = wb'*d2Bdt2
            d2Wbdt1dt2 = wb}\mp@subsup{}{}{*}*d2Bdt1dt2
            R = We*Cen*B/Wb;
            dRdt1 = We*Cen*(dBdt1/Wb - B/Wb^2*dWbdt1);
            dRdt2 = We*Cen*(dBdt2/Wb - B/Wb^2*dWbdt2);
            d2Rdt1 = We*Cen*(d2Bdt1/Wb - 2*dBdt1/Wb^2*dWbdt1 + 2*B/Wb^ 3*dWbdt1^}2
            B/Wb^2*d2Wbdt1);
            d2Rdt2 = We*Cen*(d2Bdt2/Wb - 2*dBdt2/Wb^2*dWbdt2 + 2*B/Wb^3*dWbdt2^}2
            B/Wb^2*d2Wbdt2);
```



```
            B*d2Wbdt1dt2/Wb^2 + 2*B*dWbdt2*dWbdt1/Wb^ 3);
            dxdt1 = elco(:,1)'*dRdt1;
            dydt1 = elco(:,2)'*dRdt1;
            dxdt2 = elco(:,1)'*dRdt2;
            dydt2 = elco(:,2)'*dRdt2;
            d2xdt1 = elco(:,1)'*d2Rdt1;
            d2ydt1 = elco(:,2)'*d2Rdt1;
            d2xdt2 = elco(:,1)'*d2Rdt2;
            d2ydt2 = elco(:,2)'*d2Rdt2;
            d2xdt1dt2 = elco(:,1)'*d2Rdt1dt2;
            d2ydt1dt2 = elco(:,2)'*d2Rdt1dt2;
            jacob = [dxdt1 dxdt2;dydt1 dydt2];
            detJelem = det(jacob);
            invJacob = inv(jacob);
            dRdx = [dRdt1 dRdt2] * invJacob;
            d2Rdt1t2 = [d2Rdt1'; d2Rdt2'; d2Rdt1dt2'];
            d2xydt1t2 = [d2xdt1 d2ydt1; d2xdt2 d2ydt2; d2xdt1dt2 d2ydt1dt2];
            dxydt1t2 = [ dxdt 1*dxdt1 dydt 1*dydt1 2*dxdt1*dydt 1;
                dxdt2*dxdt2 dydt2*dydt2 2*dxdt2*dydt2;
                                    dxdt1*dxdt2 dydt1*dydt2 dxdt1*dydt2 + dxdt2*dydt1];
            d2Rdx = dxydt1t2\(d2Rdt1t2 - d2xydt1t2*dRdx');
            d2Rdx2(1,:) = d2Rdx(1,:);
            d2Rdy2(1,:) = d2Rdx(2,:);
            d2Rdxdy(1,:)= d2Rdx(3,:);
            Be=[d2Rdx2; d2Rdy2; 2*d2Rdxdy];
            Ke = Ke + 1/2*w(i)*(Be'*D*Be)*detJelem;
            fe}=\textrm{fe}+1/2*\textrm{w}(\textrm{i})*(\textrm{R}'*\textrm{p}0)*\operatorname{detJelem}
        end
    end
    K(sctr,sctr) = K(sctr,sctr) + Ke;
    f}(\textrm{sctr},1)=\textrm{f}(\textrm{sctr},1)+\textrm{fe}
end
```

Algorithm 1: Algorithm for the Bézier extraction procedure for NURPS for the calculation of the stiffness matrix and the force vector in Equation (23).
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