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Technical research note

Estimating detailed distributions from grouped sociodemographic data: ‘get me started in’
curve fitting using nonlinear regression

Abstract

In much demographic analysis, it is important to kimww occurrence-exposure rates or transition
probabilties vary continuously by age or by time. @fiee have coarse or fluctuating data so there canbe a
need for estimation and smoothing. Since the distrifmitof rates or counts across age or another variable
are often curved a nonlinear model is likely to be gm@ate. The main focus of this paperis on the
estimation of detailed information from grouped data sischge and income bands however the methods we
outline could also be applied to other settings stscémoothing rates where the original data are ragged.

The abilty to carry out curve fitting is a very usefldlso have within the toolbox of population
geographers and demographers. Curve fitting is not wedired in statistics textbooks and, whilst there is a
large literature in journals thoroughly discussing teaiiof functions which define curves, these texts are
likely to be inaccessible to researchers who are eaiasts in mathematics. We aim here to make
nonlinear modeling as accessible as possible.

We demonstrate how to carry out nonlinear regressiog @#8S giving stepped through hypothetical and
research examples. We note other software in whicmeanliregression can be carried out and outline
alternative methods of curve fitting.

Keywords:

Sociodemographic data estimation; Curve fitting; Nerlinmodels; Census and social survey data



Technical research note

Estimating detailed distributions from grouped sociodemographic data: ‘get me started in’

curve fitting using nonlinear models

Introduction

In relation to a demographic schedule, the distributbmates across age, Keyfitz (1982), Congdon (1993)

and Wilson (2010) usefully summarise the circumstamceshich the graduation of schedules has become

established. These include: smoothing (when ratemgged or when age heaping has occurred through age
mis-reporting); estimation (where data are missing oriabte); comparative analysis and data reduction

(by replacing full schedules with a smaller number of petars); and projection (whereby the shape of a

curve informs a forecasting model). The focus of this paperaps these situations; the estimation of

detailed information from grouped data. Relevant circumegta in which it may be necessary to carry out
the modeling of data include:

i) The estimation of single year of age rates or counenwhly grouped age information is available. The
outputs of this would then inform an annual seriesggplation estimate or projection so that the age-
time plan of the demographic model matches that ofetes input;

i) The harmonisation of categories so that data are cafpaf the groupings in which a variable has been
released are either inconsistent from different sourcesaagetover time from the same supplier;

i) The matching of numerators and denominators whe ey been released with incompatibl
categorisations. For example, age-groupings may ondesl different to the standard five year bands
around school leaving age to calculate employmeaetsrat

The distributions of rates or counts across age or angdineble are often curved (e.g. concave, convex,

exponential growth or decay, sigmoidal) and nonlineadeais can be used to provide estimates of rates

across the distribution in such situations.

Many sociodemographic data sources such as censusssaal surveys include variables which have
grouped data which are an aggregate of more detailachafion. Examples include age-groups and income
bands. Data are often grouped (banded, binned, catsjquigor to release because more detailed
information may risk breaching the confidentiality of resients and/or because the data supplier has
aggregated the information into application relevantgings. There may though be some situations
whereby data are needed in more detailed units tieagrttuped data or when different aggregations are
needed than those previously published.

As an example, Figure la shows original age-specitiitferates by single year of age which are based on
sparse data (Wiliamson and Norman, 2011). The ratedeaved from a small population and are ragged
but the relationship between age and rate is clearlinear. The predicted values in Figure 1a have been

estimated using a nonlinear model. The modeliing ipted plausible set of rates even when some of the



original observations are zero. Figure 1b demonstragesttfation on which this paper concentrates. Here
the original data have been expressed as five yeag@egsfic fertiity rates (15-19, 204 ... 45-49) and
represent a common way in which data are available $tgpliers. A nonlinear model has been used to
estimate predicted fdlity rates by single year of age (15, 16, 17 ... 47, 48, 49). The predicted rates based on
the original single year of age data and those defiaedl the five year of age information are very close in
value.

[Figure 1 about here]
Wilson (2010) very usefully demonstrates the modeliifgnigration schedules in Excel and is right to
suggest that the spreadsheet environment is aceeaslvithin the experience of people involved in
demographic research. Given its widespread use, hemeev@P SS (a.k.a. PASW) to demonstrate curve
fittihng using nonlinear models in as straightforward aok-technical a manner as possible. Later we will
note other statistical software which can be used.

The terminology in this topic area can be confusinginternet searchndcurve fitting’, ‘curve estimation’,
‘graduation’ and ‘smoothing’ will reveal their use in a wide variety of methods and applications. Benjamin

and Pollard (1980: 239-42) provide very useful discusaloout the terms graduation and smoothing which
theyfind have widespread and often undefined usage. Below, we will be using the term ‘nonlinear

regression’ since this is the termused in software such as SPSS and because the models are expressing the
relationship between two variables using a nonlineaction where parameters are estimated by a
regression technique minimising the errors between predicted and obsernviedsa

In terms of nonlinear regression, Congdon (1993) notegrhdtiation using a parametric formula over an
entire curve, as a technigue can be contrasted wifbanametric graduation (such the use of kernel density
methods) and graduation using spline functions. Wesfbeve on nonlinear regression and note its main
advantage over nonparametric graduation which is tlesfiel for substantive interpretabilty of parameters
and the associated scope for comparison of curves mesiatid place (Ratkowsky 1983; Congdon 1993). If
the only aim of a curve fittihng exercise is to obtaigoad fit for the purposes of representation then

norparametric graduation or other technigues may be preferred.

So the task here is to demonstrate how to estinfatenation for each unit of a grouped variable. The
detailed estimates might then be used ‘as is’ or re-aggregated into application relevant groups. After an
explanation of carrying out nonlinear regression in SH#&8¢ research examples are explored below. First,
the estimation of fertility rates by single years of ageond the estimation of single year mortality
probabilties from an abridged life table and third, hbemonisation of a time-series of information on

expenditure in different supermarkets which has beegaaged in different ways over time.



Where do you start?

The starting point is a dataset with grouped datalwieeds to be disaggregated to unit level. We assum
that underlying the grouped data a more detailediion exists and for many ordinal variables this will
be the case. Whilst we are focussing here on thegiegaftion of grouped data, the process is equivalent
when data are already in the desired units but aread of smoothing (as in Figure 1a). A scatterplot of the
relationship between the independent (x) and depeKgeviariables wil therefore give a guide to the shape
of your data. As with many modelling situations, thsras much art here as science.

To run a nonlinear regression model you need to sefecinula to act as a model expression. The formula
includes some parameters the values of which the maklelstimate. You may need to provide the model
with some starting values for these parameters, thaugk statistical packages wil set default starting
values. Table 1 describes and illustrates some clikelysto be relevant to sociodemographic data. The
associated model expressions are defined. The paraineterare given descriptions to aid their use in this
type of application. The parameter values initially visted are indicative about aspects of the data
distribution, so knowledge of the maximum, minimund amedian values will help inform the setting of
nitial parameter values which are in the right ‘ball park’ for the data. Similarly, the proportional change
between low and high values can give a useful itidicaof an intial rate of change. When the model has
run, the estimates of the parameters which are outpuhavwe an interpretable relationship relevant to the
phenomenon of interest.

[Table 1 about here]
Here we are going to take data grouped in fives agamge. A section of the data are in Table 2. Youlnee
to spread the grouped data across the within group Umithis example, we have taken the total for the
group and divided by five and these are taken aa imtilues. If you had some information from another
source on the within group distribution (e.g. natideeél data applied to subnational areas), you cadd u
this as a first step estimation. In itself, this cambed to disaggregate grouped information but therettend
be discontinuities at group boundaries. The shageedivie year grouped information graphed in Figure 2
suggests that curve 1 and associated model expra@sJiable 1 are likely to represent the distributionll.we

[Figure 2 about here]
In the SPSS data editor, you would have variablestidthunits and the initial values. It is possibleuio a
nonlinear regression in SPSS using menu selectiodialodgue boxes (Analyse > Regression > Nonlinear
... ) but this route requires somewhat fiddly selections to be made. Here we use SPSS syntax since for this
procedure it is more efficient and enables the parantetbesspecified and changed more readily than by
using dialogue boxes. The variables in the dataset are “unit’ and ‘curvel’. Explanations of this SPSS syntax
and the commands below are in Box 1.

MODEL PROGRAM h=50 p=25r=0.5 .
COMPUTE cunel pr = (h * exp( — (unit — p)**2 /1)) .
NLR cunel

/PRED cunel_pr

/SAVE PRED



/CRITERIA ITER 1000 .

TSPLOT VARIABLES = cunel cunel pr
/ID="unit
/NOLOG .

The predicted values in the SPSS data editor casdmkas single units if that suits the application or
aggregated into desired groups. Note that the sune girédicted values should be the same as the sum of
the original values. However, there tend to be sidifierences which can be recovered by constraining the
sum of the predicted values to agree with the sumeobttiginal values should this be critical.

The SPSS output includes the estimated parametessvdiithe research need is to be able to predict values
or to use the parameters in place of a full scheddeg$timated parameters (h = 49.29; p = 25.50; r =
325.45) from the model of curve 1 can be used as folibitise unit value of interest is 25, then using the
model expression (h * exp(unit — p)**2/r)) becomes (49.29 * exp((25— 25.50)**2 [ 325.45)). The value
predicted by the model is 49.32.

The suittabilty of a model can be assessed in: &3t&tal; b) visual, c) interpretive; and d) practicalysa

a) The SPSS output includes avBlue of how well the modelled curve fits the origidala. In Figure 1b

the distance between one of the original data pantsthe estimated curve is marked e. This represents th
error or residual which may be positive, negative or ZEne.estimation of the parameters in a nonlinear
regression involves an iterative process whereby arithigorepeatedly adjusts the curve being fitted so
that the sum of the squares of the errors is reducedhsesp. Inthe SPSS Output window, the iteration
history reports the successive parameter values usiggl nodel andhe ‘residual sum of squares’ (the sum

of the squared differences between the original and peediata points). The?Ralue for the overall fit of
the final model is calculated as-AResidual Sum of Squares) / (Total Sum of Squares). Tdleston of
squares is the squares of the distances betweersthivel data points and their mean. (In the SPSS output,
the total sum of squares is named the ‘Corrected Sum of Squares’). When graduating the unit data grouped

into fives for curve 1 from Table 1, theé fRalue is 0.962 = 1 (381.921) / (10,000). SPSS reports the 95%
confidence intervals of the parameter estimates. Tighicant atthe 95% level, this confidence interval

should not include zero.

If the fit of different curve functions are being to compawesdee which performs best, in addition fo R

values further tests can be carried out on outputstésrdime the level of error:

Yi— Vi

Mean Absolute Error (MAE) z /n 1

2
Mean Squared Error = (MSE)Z(yi - yij /(n-p) )
Where n = the number of observations and p = the nuoflmeodel parameters.
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As an example, the asymmetrical curve 2 in Tableslah®ur parameter function defined with explicit
allowance for different rates of ascent and descenhd-itiis model to five unit grouped data returns a
reported Rvalue of 0.918 with MAE of 2.70 and MSE of 12.54. B timpler three parameter function
(used for curve 1 above) is fitted, the model convergasstaution but the Rvalue is lower at 0.846 and the
error measures are larger with MAE of 3.94 and MSE of 23.07.

It is invariably the case that a more complicated madefit the data better (i.e. have a lower residuais
of squares) than a simpler one. However, parsimony ofitier of parameters is generally preferred as
simple models are statistically more stable and offetter basis for comparison over time and place (Coale
and Trussell 1996; Congdon 1993). An F test can be tosgetermine whether the improvement in model fit
associated with a more complex model reflects a begpeesentation of the underlying distribution being
modelled or a quirk of the sample with which we are wgrkMotulsky and Christopoulos 2004). So, whilst
above, the four parameter model appears to give a bettemn the three parameter model we can assess
whether the improvement in model fit associated vithrhore complicated model is statistically significan
The F testis the ratio of the relative improvemerfit iithrough the decrease in residual sum of squares) to
the relative decrease in loss of degrees of freedom (thtbaghcrease in number of parameters) and is
defined as:

_ (S3-sw)/isx

~ (DF1-DF2)/DF2 3

WhereSSis the residual sum of squares @félis the degrees of freedom in a simpler model (1) and a

more complex model (2).

If the resulting F-ratio is near 1 then the simpler maglelcceptable. If the ratio is greater than 1 and when
compared with an F distribution is significant (p <),@hen the more complex model can be taken as a
justifiable improvement. The F ratio for the three and fmrameter models fitted above to the asymmetric
curve is calculated as:
79804-38287)/38287

(47-46)/ 46

Since the F-ratio is greater than 1 and when compaitieéwF distribution the p-value is less than 0v08,

49.88= (

can conclude that the more complex model is a signifly better fit.

b) A visual inspection of the modelled curves companédthe original observations provides a good
indication on how well the model represents the datmooth curve will be estimated but systematis set

of adjacent positive or negative residuals may indi¢hat experimentation with a different function would

be advised. Figure 3 illustrates the predicted vhaes the three and four parameter models on the
asymmetric grouped data. Between unit (x) values 2@ wuBcessive predictions are over-estimated by the
three parameter model and then between unit valués Sbsuccessive predictions are under-estimated. The



curve estimated using the four parameter model dodsametthis degree of systematic under or over-
estimation of the predicted values.

[Figure 3 about here]
c) If the literature points towards an interpretation wisiah be made of the relationship between the
estimated parameters then checks for consistency caade We give specific examples relating to
fertiity and mortality below.

d) In practical terms, if demographic rates are being atiin when you apply those rates to the population
atrisk, it is worthwhile checking whether the numbieeeents calculated to occur are close to the observed
number of events. An example using births data is reféoreelow.

So, having established how to carry out nonlinear regmesve now give some research examples which

use the technique.

Research examples

Estimating ethnic group fertility rates by single year of age from five year rates

In Figure 1 we provided an example from Wiliamson awdnan (2011) on the smoothing of fertility rates
from fluctuating single year of age rates. This researeth ngternity data for 1991 on births for local areas
within Bradford, West Yorkshire and is challenging beeaafsmall numbers of births and populations;
hence the need for modelling the calculated ratesor nsual source on fertilty is the published data from
the Vital Statistics which records births by age oftraoin five year groups for local authority district
geographies but with no information on ethnic groupnidm et al. (2010) and Rees et al. (2011) estimate
age-specific fertility rates by five year age-groups 0128nd then interpolate these to single year of age
rates for use in a projection model. Here we provide pleenfior the White ethnic group; for the Pakistani
group, the largest minority group in Bradford who traditignhave high fertiity rates and the Chinese, a

smaller group, but with lower fertility.

A fertiity curve has similarities to curve 2 in Tabldudt has a more complex shape. The model expression
used here in a nonlinear regression of fertility is thevidger function (Hadwiger, 1940; Chandola etal.,
1999):

%
o212 el w22 4

where: x = the age of mother at birth; and a, b ané the parameters to be estimated.

Within a nonlinear regression, Equation 4 above isddfin SPSS syntax as:

MODEL PROGRAM a=1 b=4 c=28.

COMPUTE rate_Pr = (a*b/c)*(c/age)**(3/2)*exp( —b*b*(c/agetage/c — 2)) .
The advice in the lterature is that the initial esluof the model parameters b and ¢ should be set at th
maximum likely fertility level and the median age in the distribution. The variable ‘rate Pr’ is the predicted

fertiity rate which the model will output.



The original five year rates and predicted single yeagefrates are illustrated in Figure 4. Total Fertility
Rates (TFRs), the sum of the age-specific rates, are anggided demographic summary measure. For the
rates modelled here, the TFRs are the area under the €Theveesulting TFRs based on the five year rates
and the single year of age rates are very close: WB#eahd 1.93; Pakistani 2.77 and 2.79; and Chinese
1.86 and 1.87.

[Figure 4 about here]
Whilst in general the estimated parameters in a s@nliimegression may not necessarily have any real
meaning, parameter a is found to relate to overall fierfthandola et al., 1999). This is the case here with
values of 0.22, 0.33 and 0.21 respectively for the &VRiakistani and Chinese groups. Similarly, parameter
c reflects the age at which the fertility rates peak. Here the Pakistani group has a relatively ‘young’ curve
with ¢ estimated as 25.8. The Chinese curve is somewhat ‘older’ with ¢ estimated as 28. The White group

curve peak and c value of 27.6 fall in between.

For each ethnic group, we can apply the modelled rates to the populations ‘atrisk’ of giving birth to give the
number of births which would result at each age. We $len these across all childbearing ages. Interms of
the accuracy of the predicted number of births, we caoparce with the registered births for Bradford

district but without an ethnic breakdown. This revéiadd the total number of births in Bradford is predicted
to within 1%.

Estimating mortality probabilities by single year of age from abridged life table rates

Some curves have distinctive subsections which ergldit handiing and this is the case for mortality
curves. Following Heligman and Pollard (1980), anditheéable probabilties q of dying between exact
ages x and x+1, Congdon (1993) identifies several featfiaserved mortality which a modelled curve
should capture: (i) a high death rate in the first yedfieofvhich declines apidly; (i) an ‘accident hump’ for
young adults, especialy males; and ii) an accetfegyahance of death with increasing age. These

components are represented in a full model curve:
0) (i (iii)
qx) = A*® +Dexpl- E(nx—In FF| +GH* /[{L+ KGH*) 5
where: A B, C, D, E, F, G, Hand K are the parametebs estimated.

The expansion of an abridged life-table into singlaryd age information can be achieved using nonlinear
regression and equation 5 above is defined in SP $&sys:

MODEL PROGRAM A=1 B=1C=1 D=1 E=10 F=20 G=1 H=1K=2.

COMPUTE dth_Pr = A**(age+B)**C + D*exp(-E*(In(age)-In(F))**2) + G*H**age / (1+K*G*H**age) .
This can be applied to the probabilties of dyingaotetd from an abridged life-table for males in England
and Wales, 1991. Figure 5 illustrates the log of tiginal and modelled predicted probabilties. The

original data were in the abridged life table age grafigge 0, 1-4, B-... 85+ and the predicted



probabilties are by single year of age. The overalleted curve is the sum of the mix of the three
functions which comprise equation 5 and thereby capterdifferent mortality features noted by Congdon
(1993). Detailed discussion of the expansion of abridifge¢ables into single year of age detail can be
found in Kostaki and Panousis (2001), Debo6n et al5280d Ibrahim (2008) with the latter two papers
discussing the demographic interpretation of the paemnétto H and the former the need for the parameter
K. A very useful comparison of different techniques for exiyy an abridged life table is provided by
Kostaki and Panousis (2001).

[Figure 5 about here]
Mixture models, as described above, have widesprezit uonlinear regression modelling. To cope with
bimodal distributions, mixture models of fertiity curvasaracterised by relatively low fertiity for women
in their mid-20s compared with younger and older wohmare been developed by Chandola et al. (1999)
and Peristera and Kostaki (2007). Reasons for the binfeddity distributions can include married and

unmarried women and women from different ethnic groups diffefent educational achievement.

Mixture models are also used for migration scheduleausecdifferent age-groups within the population
have very distinctive migration propensities. The ddad model migration schedule (Rogers and Watkins,
1987) is the sum of five components comprising curveshiiohood, labour force, retrement and elderly
populations plus a background constant. For soméidosaa student curve should be added in (Wilson,
2010).

An important advantage of the mixture models discusbesie is the interpretabilty of the parameters. This
is particularly useful when comparing schedules of tgrtiinigration or mortality over time and place.

Estimating comparable groupings of levelsof expenditure in different supermarkets

Usually graduation in demographic analysis involvetingtion of a particular characteristic across the age
range. There is no reason why such analysis shoulesbi&ted to characteristics that follow a strong age
pattern. We demonstrate here the potential for wideicapph of graduation technigques using an example
involving household grocery expenditure where a curfigesl to a strong expenditure, rather than age,

pattern.

Since the start of the economic downturn in the U&rdhhas been a need in social science research to
undertake reliable time-series analysis to therebyratated the major impacts of the recession. However,
for time-series analyses to be reliably conductedd#te being used must have been recorded in a consiste
manner over the course of any given time frame. If, for eleamariables are categorised in different ways,

it makes it difficult to carry out an informative trendadysis. Consequently, we provide a guide for dealing
with these inconsistencies through the use of namlimegression, using grocery expenditure data for a set of
food retailers as an example. Household expenditua¢apical area of study with a growing literature on
recent changes in consumption (Vaitiingam 2009; ee2K09, Melvin and Taylor 2009; Mitchell 2009;
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Thompson et al. 2010b), as academics and industrysgiofials aim to track ongoing trends in the UK
economy.

We make use here of grocery expenditure data from thebRegearch Opinion Poll (ROP), a commercial
ifestyle survey compiled by Acxiom Ltd to capturealled information about household spending

behaviour across Great Britain (GB). The survey is run tavigear in January and September capturing a
total annual sample of over 1,000,000 households (peomet al. 2010a), a figure which dwarfs the sample
of 6,500 households achiglby the government’s Living Costs and Food survey (LCF). The ROP though is

not a random sample. Despite being an excellent samrtiousehold expenditure, the ROP survey has
undergone some changes over time whereby the bandie fgracery expenditure variable have been altered
to include more detail for higher levels of weekly sp€fftbmpson et al. 2010a). So that before time-series
analyses can be performed, harmonisation of the banéeded.

Table 3 reveals two issues which require attentioth@bchanges in household expenditure between 2005
and 2010 can be assessed. First, whilst there abbasids of expenditure in all years there is a chantpin
categories between 2008 and 2009. Second, theirtlasals are not evenly spaced in the two versions of
the categories. This may not necessarily be critioairiterpretation may well be more logically preseifted
the bands are of the same size.

[Table 3 about here]
Table 4 demonstrates the format of the Acxiom datplagimg the number of households which shop at
each retailer crosstabulated against their total wegdlyery expenditure. The data are for Yorkshire and the
Humber region and represent four different retailer typeshaséheir product quality and price range:
Retailer A represents one of the more expensive fooderstdRetailer B caters for all ranges; Retailer C
characterises one of the deep discounters; and Retailerr&sponds to the convenience market. To prepare
the data for the nonlinear regression model, the cauitsble 4a are converted into proportions. This is
achieved by dividing the number of households in epeimd category by the total number of households
which shop at that supermarket. Next, the categalatal are disaggregated into single units (£s) of spend.
We achieve this by dividing the newly calculatedesaby the total number of units in that category.hi&s t
data are not equally banded like the fertiity examafieve, care must be taken to divide the units cdyrect

[Table 4 about here]
Having disaggregated the expenditure data intolirgiizgle pound distributions, the data can be medell
using nonlinear regression. With regard to the modelesson, the categorical data have an asymmetrical
distribution so the formula usedin Table 2 for curveakd to be appropriate. This function performs well
returning a realistic single unit distribution. Alterimatmethods used for comparison include the
symmetrical model expression (curve 1) and the cubigesplrve estimation function (see below). The
model expression defined in SPSS syntax is as follows:

MODEL PROGRAM a=1 b=1 c=1 d=50 .
COMPUTE Retailer_estimate = (a*exp (— c*(Spend —d) — exp( — b*(Spend — d)))) .

11



In this model, a = the height of the curve; b = the dhtascent; c = the rate of descent; d = positioth@ix
axis of the peak; and Spend = units of single £s.

The model outputs the predicted distribution of thegrg data in single pounds but, as noted above, there
was a need to constrain the modelled outputs totsuhe original data. Figure 6 illustrates the origiaat
estimated data for each of the retailer types in 2008.clirve estimation retains the shape of the original
data, with each of the food retailers having distiectivrves which reflect the amount of money being spent.
The curves in Figure 6 show that the rise to the feake high end supermarket (Retailer A) starts later
and the curve stays higher to the right than botllifm®unt supermarket (Retailer C) and convenience store
(Retailer D). This would indicate, as we would exptett households which shop at discounters and small
convenience stores spend less on groceries thanghogging in more expensive supermarkets with
Retailer B occupying the middle ground of expenditure ifijson et al., 2010b).
[Figure 6 about here]

To demonstrate change over time in household spebgliggch retailer type and to highlight any overall
changes, we can aggregate the grocery expendituradisy pounds into even categories of spending. Here
we opt for £25 groupings from £0 to £25 up to £100 aed.dNow that the 2008 and 2009 spend categories
have been harmonised, it is possible to comparexpfenditure in these two years. Table 5 and Figure 7
show how overall expenditure has changed between@@2009 with reductions in the lowest two
categories, a small rise in the middle, £504 bracket and relatively large rises for expenditure76fad
over .The evidence suggests that household weebdneiture on groceries has risen between 2008 an
2009 in part due to inflation.

[Table 5 and Figure 7 about here]
The growth in expenditure on groceries is arguably atrefsiine recession which started at the beginning of
2008. Since the recession began, consumers haveldheieshopping behaviour seeking both low-cost and
quality. People are eating out less and spending amofeod, which has helped sustain growth in the
grocery market when other sectors have declined (Mit@08&9; Thompson et al. 2010b). Ongoing work in
this area will look atthe complete 2005 to 200%tiseries including more up-date information as it

becomes available.

Further aspects

Alternative nonlinear function fitting software

In addition to SPSS, it is possible to fit curvesgiswonlinear regression techniques via a number of different

statistical packages:

« Stata has the commamd (Royston 1993; Stata 2011) For a practical exampleeolusie of Stata to fit
exponential curves to disabilty schedules see M#(&04.0)

o SAS has a procedure called NLIN (Freund and Littell 2000

« For users of R, nls is the nonlinear regression commarddRit Streibig 2008);

12



« Minitab also allows users to carry out nonlinear regoassisers can supply their own function or select
from a list of named functions or from sample graphsrilisiy the shape of curves (Minitab 2011);
« As demonstrated by Wilson (2010), Excel can also bé.us

Alternative curve fitting procedures
There are a number of alternatives to nonlinear regrefesionrve fitting and two are considered here:
curve fitting using functions within linear regression @ove estimation using relational models.

Cune fitting using functions in linear regression
In this approach a linear regression is used to rele¢@ demographic rates (y) to a polynomial function
of age (x), where the highest powexafepends on the particular shape of relationship beodgiad. A
polynomial is the right hand side of the equation$aible 6. Thus, a regression involving a polynomial o
age is linear in terms of the parameters which are @stifieom the data and is a special case of inear
regression. In demographic applications polynomialse leen used, for example, to smooth fertiity rates
(Brass 1960; Gilie 1969; Hoem et al. 1981; Gage 20diamson 2007).
[Table 6 about here]

This approach can be carried out using menu commarB $S (Analyse > Regression > Curve estimation)
and then the curve(s) to be estimated as the Depésident the units (such as age) as the Independent
variable. A variety of models (curve shapes) can be teeleath predicted values saved as new variables.
These predictions can then be compared with valugsitoirom a nonlinear regression on the same curves
(and assessed for model fits as we have described abbeeJP SS output window contains tables which
indicate the fit of the modelled curves to the dath wie original and predicted values plotted on gréaphs
provide visual checks on the appropriateness of a plarticurve shape. SPSS syntax can also be used, with
the following fitting a quadratic curve (a parabola) toveul from Table 1:

TSET MXNEWVAR =1.

CURVEFIT
/VARIABLES = curvel WITH unit
/ CONSTANT
/ MODEL = QUADRATIC
/ PLOT FIT

/ SAVE = PRED .
Compared with nonlinear regression, disadvantages ofsthef polynomials include difficulty in the

interpretation of parameter values and that a chartge ipredicted curve direction can result at the
extremes of the data distribution (McNeil et al. 1977).

Curve estimation using relational models

Relational models comprise a (reliable) standard schetijfiemographic) rates and a mathematical rule
that maps the standard to another schedule in agpopulwhere information may be incomplete or
unreliable (Preston etal. 2001). A key advantage dfioedd models of mortality is that the complexity of

the mortality age patternis captured in the standdreldule and a small number of parameters quantify the
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deviation from the standard. These models thus requirerfgarameters than many mathematical mortality
functions and can flexibly reproduce sets of model difglets using two suitably chosen parameters and a
standard (Keyfitz 1982; Preston et al. 2001).

The relational approach was originally developed by 8¢(2871) for the modelling of mortality schedules.
The Brass model is based on a logit transformation oftia@robabilty of surviving to age x

1 . 1 a(x)
Y(x) = = Logit[q(x)] = = In{—}
2 2 [1-q9(x) 6

The logit transformation of q(x) is valuable becausediaionship between two logit mortality schedules
turns out to be remarkably linear (Newell, 1988). Orfathsis of this linear relationship, Brass proposed a

simple relational formula to predi&t(x) from the logit of q(x) in the standard populatitff (X) :

Y(X) = o+ BFY(X) .

Relational models have been developed for particulartces (e.g. for Peru by Kamara and Lamsana 2001)
and have also been successfully extended to othesgiapiic characteristics. For example, Brass (1974)
developed a relational model for fertiity scheduleselam the Gompertz function noting the utiity of this
approachin terms of its simplicity and the qualityfitobf model rates. Zaba (1979) developed a relational
model for schedules of immigration and emigration thadives three parameters. Booth (2006) documents
the utilisation and development of relational modélmigration (Congdon 1993) and fertiity (Zeng et al.,
2000) in her excellent review of techniques of demogcafainecasting. Marshall (2009) developed

relational models for the estimation of disabilty sdiles and we suggest that researchers wanting a
practical guide to operationalising relation models glarshall (2010).

Practitioners deciding on which approach to use for griamuand smoothing would be advised to read
Keyfitz (1982), Kostaki and Panousis (2001) and Peristeddostaki (2005) on mortality and de Beer
(2011) on fertility since each of these papers differestinegween parametric, spline and relational models

and compares the outputs estimated using differetoaet

Conclusion

The abilty to carry out curve fitting is a very usefkll 20 have within the toolbox of population
geographers and demographers. Curve fitting is not wedired in statistics textbooks and, whilst there is a
large literature in journals thoroughly discussing titlof functions which define curves, these texts are
likely to be inaccessible to researchers who are eaiagts in mathematics. We have aimed here to make
nonlinear models as accessible as possible.

Many data sources make variables available groupedsaond values and there is a need in many sitgation

for more detailed or differently banded information. So asetconcentrated on the estimation of unit
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values from grouped information and how to achieve Eh®n if this circumstance is not a particular
researcher’s focus (which might be the need to smooth ragged data), we hope that the explanations and
examples given here allow different purposes to be etale have focused here on nonlinear regression

but acknowledge that other techniques can be uskdrarwell worth considering.

We hope that the resources referred to below will be Lisetiu for curve fitting and using SPSS syntax.

Recommended resources
Advice on various types of curve fitting

Fox, J. (2000). Nonparametric Simple Regression: 8imgpScatterplots. SAGE: Thousand Oaks,
California.

Marshall, A. (2010). Small area estimation using E§B&rnment surveys: an introductory guide. Online
http://www.esds.ac.uk/government/docs/smallare aetgtimadf.

Preston, S., Heuveline, P. & Guillot, M. (2001). Demsghy. Measuring and Modelling Population
Processes. Blackwell: Oxford.

Wilson, T. (2010). Model migration schedules incorpamatstudent migration peaks. Demographic
Research 23(8): 1942 DOI: 10.4054/DemRes.2010.23.8.

Advice on the use of SPSS syntax

Boslaugh, S. (2004). An Intermediate Guide to SPSSranaging: Using Syntaxfor Data Management
SAGE: London.
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Box 1: Using SPSS syntax

a.) Quick guide to SPSS syntax

SPSS syntax is a ‘high level’ programming language which can readily be used to automate tasks without
the user being a trained computer programmer. Users of SPSS will be familiar with the Data Editor window
(comprising Data View and Variable View) through which you can open and analyse files with the .sav
extension. Any analyses you carry out have the results (e.g. tables and graphs) presented in the Output
window (which can be saved as .spo or .spv files depending on SPSS version). SPSS syntax files have the

.Sps extension.

For people who are inexperienced in using syntax, there is no need to type the command instructions from
scratch. There are two easy ways to obtain syntax since SPSS will write it for you. If you use dialogue boxes
to carry out an analysis, when you have made your variable selections, click on ‘Paste’ and the syntax
commands to carry out your mouse click selections will be pasted into a new or previously open syntax file. A
better way is to select via the menu File > Options, then the Viewer tab, tick ‘Display commands in the log’
and the click Apply. Any choices you make through ‘point and click’ are then always recorded in the Output
window as syntax. You can then copy and paste syntax which you need into a .sps file and save the syntax

file for future use. Existing commands can be edited for a new analysis.
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b.) Explanation of the SPSS syntax to carry out nonlinear regression

Line 1 declares the parameters, giving them initial
values. The height of the curve (h) is given a value
around the maximum and the position (p) on the x
axis is the rounded median. The rate of ascent and
descent (r) can require some trial and error but in

Line 3 calls for a nonlinear this model have fair leeway. Line 2 asks for the new variable
regression (NLR) to be used l to be computed (named here
and states that the observed as curwel_pr) using the stated
values against which the model 1 MODEL PROGRAM h=50 p=25r=0.5 . model expression. The variable
predictions are to_ be compared 2 COMPUTE cunel_pr = (h* exp( — (unit — p)*2 / ‘unit’_ is the level of detail
in the model are in the variable required.
cunel. ).
3 NLR cunel
. . 4 /PRED curwel_pr . .
Line 5 asks for the predicted P Line 4 names the variable to be
values to be saved as the new 5 /ISAVE PRED predicted.
variable. The residuals can also 6 /CRITERIA [TER 1000 .
be requested.
7 TSPLOT VARIABLES = cunel curwel pr
8 /ID=unit
Line 6 sets a maximum number 9 /NOLOG .
g;ﬁgr?ﬁg:saxh:ghlhgég Isa Lines 7-9 of the syntax will draw a graph in the
pie L, U00. SPSS Output window with both the original and

predicted values

Brief introduction to SPSS syntax conventions e Each command requires a full stop to indicate the end of that set of
e Whilst SPSSis not case sensitive, commands are usually written in instructions. Lines 1 and 2 are complete commands
upper case e Lines 3to 6 and 7 to 9 are continuous commands which have optional
« Variable names in SPSS (e.g. cunel_pr) cannot start with a number. subcommands indicated by the / symbol. By convention, these are inset
n for clarity

Only a restricted set of characters can be used. The use of an
underscore here is because a hyphen cannot be used e To run any syntax, shade the appropriate text with the mouse and click
on Run in the toolbar
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Table 1: Shapes of curves and nonlinear model expressions

Description of curve

Shape of curve

1. Curves which are symmetrical
with the peakin the middle ofthe
distribution and an even ascent
and descentto the extremes of

the distribution

Model Expression

(algebraic version)

Model Expression
(SPSS syntax version)

f(x)=| hx

-(x-p)°

(h*exp( - (x—p)**2/r)

Where:

x = the increments (e.g.age)
h = heightof the curve

p = position on the x axis

r = rate of ascent& descent
exp =exponential function

2. Curves with a peak towards the
lower end of the distribution with a
steeperascentfrom the low end
of the distribution up to the peak
and a slower descentto the high

end

£ =(hxel—ry x(x— p)-el-r, x(x— p)))

(h*exp(—rd* (x—p)—exp(-ra
*(x=p))

Where:
ra = rate of ascent

rd = rate of descent

3. Curves with a peak towards the
higher end of the distribution with
a slowerascentfrom the low end
of the distribution up to the peak
and a steeperdescenttothe high

end

() =(hxel—ry x(x— p)-el-r, x(x-p))

(h*exp(—rd*(x—p)—exp(—ra
*(X=p))))
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4. From low atto highwitha
graduallysteepening rate of
ascentwith the peak at the
highestvalues

f(x) =(hxer x x))

(h*exp(r * X))

5. Curves from a peak at the low
end of the distribution falling to a
low at the high end

f(x) =(hxe-r xx))

(h*exp(—r*x)

6. Growth curves with a
‘sigmoidal shape (wherebythe
units (X) are often time).

Variations in functions relate to
flatness ofthe tails and steepness

of the middle of distribution

Growth curve examples:
f(X) = a/(1+ b+ cx X)) (Logistic)
f(x) = ax e[~ gb—cx X)) (Gompertz)
f(x)=a+(b—a)x e(— cx x4 ) (Weibull)

al(l+exp(b+c*x)

a*exp(-exp(b -c*x)

a+(b—a)*exp(— c*x*d)

Note: Units of interestare on the x axis
Counts orrates on the y axis

Note: ** 2 means raisetothe
power of 2 in SPSS syntax
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Table 2: Example grouped data to be disaggregated to values for each unit

Group Original Units Initial Predicted
0-4 50 0 10 7.79
1 10 9.03
2 10 10.40
3 10 11.91
4 10 13.55
5-9 100 5 20 15.32
6 20 17.22
7 20 19.23
8 20 21.35
9 20 23.56
10-14 150 10 30 25.83
11 30 28.15
12 30 30.49
13 30 32.83
14 30 35.12
15-19 200 15 40 37.35
16 40 39.47
17 40 41.46
18 40 43.29
19 40 4491
etc etc etc etc etc
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Table 3: Grocery spend by food retailer: changing spend categories over time in Acxiom’s Research

Opinion Poll
2005 2006 2007 2008 2009 2010

Under£16 Under£16 Under£16 Under£16 Under£36 Under£36
£16- £34 £16- £34 £16- £34 £16- £34 £36- £49 £36- £49
£35- £49 £35- £49 £35- £49 £35- £49 £50- £69 £50- £69
£50- £59 £50- £59 £50- £59 £50- £59 £70- £99 £70- £99
£60- £89 £60- £89 £60- £89 £60- £89 £100-£149 £100-£149

£90+ £90+ £90+ £90+ £150+ £150+

Table 4: Grocery spend by food retailer: incompatible data over time

a.) 2008 expenditure by retailer type

Spend by number High End Middle Low End Convenience Total

of households (A (B) © (D)

Under£16 7 344 200 106 1,828
£16- £34 42 1,470 664 268 8,027
£35- £49 26 1,489 485 213 7,776
£50- £59 31 1,251 306 146 6,482
£60- £89 42 1,536 265 145 7,602
£90+ 43 892 89 93 4,095
Total 191 6,982 2,009 971 35,810

b.) 2009 expenditure by retailer type

Spend by number High End Middle Low End Convenience Total

of households A (B) © (D)

Under£36 14 1,734 634 243 8,433
£36- £49 32 1,315 375 145 6,544
£50- £69 46 1,970 455 185 9,739
£70- £99 45 1,987 327 150 9,355
£100-£149 34 836 78 46 3,380
£150+ 10 48 2 2 135
Total 181 7,891 1,870 771 37,585

Note: Original data supplied by Acxiom
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Table 5: Grocery spend by food retailer: compatible data over time

a.) 2008 expenditure by retailer type

Spend by number High End Middle Low End Convenience Total

of households A (B) (C) (D)

Under £25 26 1,029 514 243 5,592
£25- 49 57 2,601 887 388 13,701
£50- 74 45 2,142 467 242 10,865
£75-100 28 892 119 79 4,275
£100+ 36 318 23 19 1,376
Total 191 6,982 2,009 971 35,810
b.) 2009 expenditure by retailer type

Spend by number High End Middle Low End Convenience Total

of households (A (B) (© (D)

Under£25 2 924 366 141 4,438
£25- 49 44 2,126 643 247 10,539
£50- 74 56 2,405 538 221 11,849
£75- 100 36 1,553 243 114 7,245
£100+ 43 884 79 47 3,515
Total 181 7,891 1,870 771 37,585
Note: Authors’ calculations based on data supplied by Acxiom

Table 6: Modelling curves in linear regression

Curve shape Equation Polynomial

Straight line y=a,+aX First degree
Quadratic / Parabola y=a, +a X+ a1X2 Second degree

Cubic

y=a, +ax+ax’ +ax

Third degree

Quartic

y=a,+ax+ax’ +ax +ax’

Fourth degree
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Figure 1: Modelling fertility rates using nonlinear regression, Bangladeshi women living in ‘urban
deprived industrial areas’ in Bradford, West Yorkshire, 1991

a.) Original and predicted rates based on single year of age information
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b.) Original and predicted rates based on five year grouped age information
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Note: Authors’ calculations based on Bradford Birth Statistics Database (after Williamson & Norman 2011)
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Figure 2: Distribution of grouped and estimated unit level data

a.) Grouped data distributed evenly across within group units
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b.) Data predicted using nonlinear regression for unit values
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Figure 3: Comparing curves estimated using different models
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Figure 4: Modelling age-specific fertility rates by ethnic group, Bradford, West Yorkshire in 2001

a.) Original and predicted rates for the White ethnic group
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b.) Original and predicted rates for the Pakistani ethnic group
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c.) Original and predicted rates for the Chinese ethnic group
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Note: Authors’ calculations based on 2001 Census, Labour Force Survwey and Vital Statistics data (after

Norman et al. 2010; Rees et al. 2011)

Figure 5: Expanding an abridged life-table for males in England and Wales, 1991 to single year of age
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Figure 6: Original and predicted rates based of grocery spend data in Yorkshire & the Humber, UK in 2009
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Figure 7: Weekly household expenditure in categories which are compatible over time
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Note: Authors’ calculations based on data supplied by Acxiom
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